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Gene expression is controlled by dynamic localization of thousands of

regulatory proteins to precise genomic regions. Understanding this cell
type-specific process has been alongstanding goal yet remains challenging

because DNA-protein mapping methods generally study one proteinata
time. Here, to address this, we developed chromatin immunoprecipitation
donein parallel (ChIP-DIP) to generate genome-wide maps of hundreds
of diverse regulatory proteinsin a single experiment. ChIP-DIP produces
highly accurate maps within large pools (>160 proteins) for all classes

of DNA-associated proteins, including modified histones, chromatin
regulators and transcription factors and across multiple conditions
simultaneously. First, we used ChIP-DIP to measure temporal chromatin
dynamics in primary dendritic cells following LPS stimulation. Next, we
explored quantitative combinations of histone modifications that define
distinct classes of regulatory elements and characterized their functional
activity inhuman and mouse cell lines. Overall, ChIP-DIP generates
context-specific protein localization maps at consortium scale within any
molecular biology laboratory and experimental system.

Although every cell in the body inherits the same genomic DNA
sequence, distinct cell types express different genes to enable specific
functions. Cell type-specific gene regulationinvolves the coordinated
activity of thousands of regulatory proteins that localize at precise
DNAregionsto activate, repress and quantitatively control transcrip-
tion levels. Genomic DNA is organized around nucleosomes’, which
contain histone proteins that undergo extensive post-translational
modifications®’ and together define cell type-specific chromatin states.
Chromatinstateis controlled by regulators that directly read, write and
erase specific histone modifications** as well as control nucleosome
positioning and DNA accessibility**. This determines which genomic

regions are accessible for binding by sequence-specific transcription
factors (TFs)’, enzymes that transcribe DNA into RNA (RNA polymer-
ases)®and other general and specific regulatory proteins that promote
or suppress transcriptional initiation®'°. Conversely, recruitment of
these regulatory proteins to specific DNA regions, along with tran-
scriptional changes, can facilitate changes in chromatin state and DNA
accessibility>".

Understanding how regulatory protein binding leads to cell
type-specific gene expression has been a central goal of molecular
biology for decades’. Over the past 20 years, important technical
advances have enabled genome-wide mapping of regulatory proteins
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and histone modifications (for example, ChIP followed by sequenc-
ing (ChIP-seq))™ ", improved binding site resolution (ChIP-ex0)'*",
increased sample throughput (for example, through automation
and/or sample pooling)'®" and enabled mapping within limited num-
bers of cells (for example, cleavage under targets and release using
nuclease (CUT&RUN) and cleavage under targets and tagmentation
(CUT&Tag))**. Yet, while these innovations have uncovered critical
insights into gene regulation, most work by studying a single protein
at a time. The few exceptions are multiplexed versions of CUT&Tag,
which canmeasure up to three proteins in asingle experiment*. How-
ever, these approaches are not readily scalable to larger numbers of
proteins® and are primarily limited to mapping modified histones
and other highly abundant proteins but not most TFs and chromatin
regulators®. In contrast to CUT&Tag methods, CUT&RUN can map
many TFs and regulatory proteins, butitis notamenable to multiplexed
mapping of more than one proteinatatime”. Due to the large number
of distinct regulatory proteinsinvolved and the cell type-specific nature
oftheirinteractions, constructing acomprehensive map of regulatory
factors to dissect gene regulation remains a challenge using existing
approaches. Initial attempts to overcome this led to the formation
of various international consortia that generated reference maps of
hundreds of proteins within a small number of cell types (ENCODE?,
PsychENCODE?, ImmGen®, etc.). Although these efforts have provided
many critical insights® ™, it is not possible to study cell type-specific
regulation using maps generated from reference cell lines because
protein binding maps and gene expression programs are intrinsically
cell type specific* . To date, most mammalian cell types, model
organisms and experimental models remain uncharacterized because
generating additional cell type-specific regulatory maps using cur-
rent approaches requires thousands of individual experiments for
each cell type. Accordingly, there is a clear need for a highly scalable,
multiplexed protein profiling method that can increase throughput
of protein mapping by orders of magnitude and profile the diverse
categories of DNA-associated proteins, including classes that have been
traditionally easier to map (for example, modified histones) and those
that have been more challenging (for example, TFs)*. Such a method
would allow any laboratory to generate comprehensive maps for any
cell type of interest in a rapid and cost-effective manner and would
enable exploration of key questions that is not currently possible.

Results

Chromatinimmunoprecipitation done in parallel enables
multiplexed mapping of DNA-associated proteins

To enable highly multiplexed, genome-wide mapping of hundreds
of DNA-associated proteins in a single experiment, we developed
chromatinimmunoprecipitation done in parallel (ChIP-DIP) (Fig. 1a,
Supplementary Notes 1and 2 and related Extended Data Fig. 1, and
Supplementary Figs. 1-3). ChIP-DIP works by (1) using a rapid, modu-
lar approach to couple individual antibodies to beads containing a
unique oligonucleotide tag (Extended Data Fig. 1a), (2) combining

sets of different antibody-bead-oligonucleotide conjugates to create
an antibody-bead pool, (3) performing ChlIP, (4) barcoding chroma-
tin-antibody-bead-oligonucleotide conjugates via split-and-pool
ligation®®*° and (5) sequencing DNA and computationally matching
split-and-pool barcodes that are shared between genomic DNA and
the antibody-oligonucleotide. We define all unique reads containing
the same split-pool barcode as a cluster and combine reads from all
clusters corresponding to the same antibody to generate alocalization
map for each protein. The output of ChIP-DIP is analogous to the data
generated by ChIP-seq; however, instead of a single map, ChIP-DIP
generates amap for each antibody used (Fig. 1b).

To ensure that chromatin-antibody-bead-oligonucleotide conju-
gatesremainintact throughout the ChIP-DIP procedure, we designed a
series of experiments to measure dissociation between oligonucleotide
and bead, antibody and bead, or antibody and chromatin (Extended
DataFig.1b and Supplementary Note 1).

(1) Oligonucleotide-bead dissociation. We found that most clus-
ters (>95%) contained only a single oligonucleotide type (Ex-
tended Data Fig. 1c), indicating that oligonucleotide move-
ment between beads is rare.

(2) Antibody-bead dissociation. We found that beads that were
not coupled to any antibodies were associated with little chro-
matin (<0.5%; Extended Data Fig. 1d), indicating that antibody
movement between beads is rare.

(3) Antibody-chromatin dissociation. We purified human and
mouse chromatin using differentially labeled beads, mixed
them together and observed minimal levels of chromatin as-
signed to the bead type of the incorrect species (4-6%; Extend-
ed Data Fig. 1e), indicating that the vast majority of antibody-
chromatin interactions (>88-92%) remain intact throughout
the ChIP-DIP procedure.

Together, these results demonstrate that chromatin-antibody-
bead-oligonucleotide conjugates remain intact throughout the
ChIP-DIP procedure, enabling accurate multiplexed protein-DNA
assignment (we discuss additional technical validations of ChIP-DIP
inSupplementary Note 2 and the related Supplementary Figs.1-3).

ChIP-DIP maps protein-DNA interactions in diverse pools

To test whether ChIP-DIP can accurately map genome-wide protein
localization, we performed ChIP-DIP in human K562 cells using four
well-studied proteins: (1) the CTCF sequence-specific DNA binding
protein that binds to insulator sequences”, (2) the histone H3 lysine
4 (H3K4) trimethylation (H3K4me3) modification that localizes at
the promoters of active genes'**, (3) the RNA polymerase (RNAP) Il
enzyme that transcribes RNA* and (4) the histone H3 lysine 27 (H3K27)
trimethylation (H3K27me3) modification that accumulates over
broad genomic regions that are associated with Polycomb-mediated
transcriptional repression'*** (Supplementary Table 1). We observed

Fig.1| ChIP-DIP is a highly multiplexed method for mapping proteins to
genomic DNA. a, Schematic of the ChIP-DIP method. (1) Beads are coupled with
anantibody and labeled with the associated oligonucleotide (oligo) tag (antibody
ID). (2) Sets of antibody-bead-oligonucleotide conjugates are then mixed
(antibody-bead pool) and used to perform ChIP. (3) Multiple rounds of split-
and-pool barcoding are performed to identify molecules associated with each
chromatin-antibody-bead-oligonucleotide conjugate. (4) DNA is sequenced,
and genomic DNA and antibody (Ab)-oligonucleotide containing the same split-
and-pool barcode are grouped into a cluster, which are used to assign genomic
DNAregions to their linked antibodies. (5) All DNA reads from all clusters
corresponding to the same antibody are used to generate protein localization
maps. b, Protein localization maps over a specific human genomic region (hg38,
chromosome (chr)12:53,649,999-54,650,000) for four protein targets: CTCF,
H3K4me3, RNAP Iland H3K27me3. Left, protein localization generated by ChIP-

DIPin K562 cells. Top track shows read coverage before protein assignment,

and the bottom four tracks correspond to read coverage after assignment to
individual proteins. Right, ChIP-seq data generated by ENCODE in K562 cells

for these same four proteins are shown for the same region. To enable direct
comparison of scales between datasets, we normalized the scale to coverage per
million aligned reads. Scale is shown from zero to maximum coverage within
eachregion. ¢, Comparison of ChIP-DIP and ChIP-seq maps over specific regions
corresponding to magnified views of the larger region shown inb. The locations
presented are demarcated by colored bars above the gene track inb. Scale shown
islike thatinb. d, Genome-wide comparison (density plots of signal correlation)
between the localization of each individual protein measured by ChIP-DIP (x axis)
or ChIP-seq (y axis). Points are measured genome wide across 10-kb windows
(CTCF,H3K27me3) or all promoter intervals (H3K4me3, RNAPII).
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localization patterns that are highly comparable at specific genomic
sites (Fig. 1b,c) and strongly correlated genome wide (r = 0.837-0.956;
Fig.1d) to ChIP-seq profiles generated by the ENCODE consortium?$3#*
(Supplementary Table 2).

Because there are many hundreds of regulatory proteins, we
explored whether ChIP-DIP could generate maps for large pools of
distinct proteins. We considered two possibilities that might limit the
scale of ChIP-DIP. (1) As the size of each poolincreases, the background

levels ofimmunoprecipitated chromatin mightincrease and obscure
our ability to generate high-quality binding maps for individual pro-
teins (‘pool size’). (2) If multiple proteins bind to similar DNA regions,
this might deplete the associated chromatin and preclude our ability
to accurately map each protein. In this way, the exact composition of
the antibody pool used might impact the maps obtained for an indi-
vidual protein (‘pool composition’). To explore these possibilities, we
analyzed the genome-wide profiles of the same four proteins (CTCF,
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Fig.2| ChIP-DIP accurately maps known protein-DNA interactions across
arange of multiplexed protein numbers, protein compositions and cell
numbers. a, Schematic of the experimental design to test the scalability of
antibody-bead pool size and composition. b, Correlation heatmap for protein
localization maps of 4 proteins (CTCF, H3K4me3, RNAP Il and H3K27me3)
generated using antibody pools of 5 different sizes (1, 10, 35, 50 and 52 antibodies
per pool) and compositions. Correlations were calculated over the set of regions
corresponding to the union of all peaks called for any of the four targetsin the
K562 ten-antibody experiment and were calculated using the background-
corrected ChIP-DIP signal for each sample (Methods). Pool sizes are listed along
the top and left axes. Replicate proteins in the same pool indicate that a different
antibody was used for that protein. Some proteins were notincluded in every
pool. ¢, Comparison of H3K4me3 localization over a specific genomic region
(hg38, chr19:45,345,500-46,045,500) when measured within various antibody
poolsizes and compositions. Scale is normalized to coverage per million aligned
reads. d, Comparison of CTCF localization over a specific genomic region
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(hg38, chr19:40,349,999-41,050,000) when measured within a pool of 10
antibodies containing a single CTCF-targeting antibody (top) or within a pool
of 52 antibodies containing 2 different CTCF-targeting antibodies (bottom).
Scale is normalized to coverage per million aligned reads. e, Schematic of the
experimental design to test the amount of cell input required for ChIP-DIP. k,
thousand; M, million. f, Correlation heatmap for protein localization maps of
four targets (CTCF, H3K4me3, RNAP Iland H3K27me3) generated using various
amounts of input cell lysate. Correlations were calculated over the same set

of regions as b and using the background-corrected ChIP-DIP signal for each
sample (Methods). Amounts of input cell lysate are listed along the top and left
axes. g, Comparison of H3K4me3 localization over a specific genomic region
(hg38, chr13:40,600,000-42,300,000) when measured using various amounts
ofinputcelllysate. Scale is normalized to coverage per million aligned reads.

h, Comparison of CTCF localization over a specific genomic region (hg38,
chrl12:53,664,000-53,764,000) when measured using various amounts of input
celllysate. Scale is normalized to coverage per million aligned reads.
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H3K4me3, RNAP II, H3K27me3) measured across six distinct experi-
ments containing increasing pool sizes (1, 10, 35, 50 and 52 antibod-
ies per pool) and containing distinct pool compositions, including
pools containing independent antibodies targeting the same protein
(CTCF) or multiple proteins within the same complex (for example,
multiple members of the Polycomb repressive complexes (PRC)1and
2; Extended Data Fig. 2). In all cases, we observed highly consistent
genome-wide profiles generated from these distinct pools, regardless
of pool size or protein composition (Fig. 2a-d, Supplementary Fig. 4
and Supplementary Table 3).

One of the major challenges with mapping DNA binding proteins
in primary cell types, disease models and rare cell populations is the
large numbers of cells required to map each protein target. Toexplore
the number of cells required to generate reliable genome-wide maps
with ChIP-DIP, we used the same pool of 35 different antibodies across
an-1,000-fold range of input cell numbers (4.5 x 107, 5 x 10%,5 x 10° and
5x10*total cell equivalents). We observed strong genome-wide cor-
relations and peak overlap across the range of cell numbers (Fig.2e-h
and Supplementary Figs. 5 and 6) and enrichment profiles similar to
data generated by low-cell number CUT&Tag (Supplementary Figs. 7
and 8). Because ChIP-DIP generates many individual maps from the
same lysate, this further reduces the effective number of cells required
tomap each protein. In this example, we mapped 35 different proteins
using 5 x 10* total cell equivalents, which corresponds to using the
chromatinyield from-1 x 10% cells to map eachindividual protein with
atraditional individual assay.

Together, these results demonstrate that ChIP-DIP generates data
that are highly comparable to those generated by standard methods
andisrobustacross different antibody pools and input cell numbers.

ChIP-DIP maps hundreds of diverse DNA-associated proteins
We next explored whether ChIP-DIP can simultaneously map proteins
fromdistinct functional categories, some of which have been tradition-
ally easier to map than others***¢, To do this, we performed ChIP-DIP on
>60 distinct proteins in human K562 cells and >160 distinct proteinsin
mouse embryonic stem cells (MESCs) across six experiments (Supple-
mentary Table1and Supplementary Note 2). These included 39 histone
modifications, 67 chromatin regulators, 51 TFs and all three RNAPs and
four of their post-translationally modified isoforms.

Histone modifications. Histone modifications define cell type-specific
chromatin states and have provenincredibly useful for annotating cell
type-specific regulatory elements*’. We mapped 39 histone modifi-
cations, including 18 acetylation, 17 methylation, three ubiquitina-
tion and one phosphorylation marks, in either mESCs or K562 cells
(Fig. 3a). We confirmed the specific localization of five histone modi-
fications commonly used to demarcate functional states’ as well as
additional modifications associated with each state (Extended Data
Fig. 3 and Supplementary Fig. 9): enhancer regions** (H3K4 mono-
methylation (H3K4mel), H3K4 dimethylation (H3K4me2), H3K27
acetylation (H3K27ac); Fig. 3b), transcribed regions'****° (H3K36me3,
H3K79mel, H3K79me2; Fig. 3c), promoter regions****' (H3K4me3,
H3K9ac; Fig. 3d), Polycomb-repressed regions®” (H3K27me3, histone
H2A lysine 119 ubiquitination (H2AK119ub); Fig. 3e) and constitutive
heterochromatin regions® (H3K9me3, H4K20me3; Fig. 3f). These
dataindicate that ChIP-DIP accurately maps histone modifications
with distinct genome-wide patterns (broad and focal localization)
that represent distinct activity states (active or repressive) and that
localize at distinct functional elements (promoters, enhancers, gene
bodies and intergenic regions).

Chromatin regulators. Chromatin regulators are responsible for
reading, writing and erasing specific histone modifications and are
critical for the establishment, maintenance and transition between
chromatinstates**. We measured 67 chromatin regulators associated

with various histone methylation, acetylation and ubiquitination
marks as well as with DNA methylation in either mESCs or human
K562 cells (Fig. 3a). As expected, we observed that an eraser (JARID1A)>
and a writer (RBBP5-containing complex)*® of H3K4me3 localize at
H3K4me3-modified promoter sites (Fig. 3g and Extended Data Fig. 4a).
Additionally, we observed that components of the PRC1 (RINGI1B,
CBX8)* and PRC2 complexes (EED, SUZ12, EZH2)® colocalize and are
enriched over genomic regions containing their respective histone
modifications (H2AK119ub and H3K27me3; Fig. 3h and Extended Data
Figs.2and 4b). Similarly, we observed colocalization of heterochroma-
tin protein (HP)1acand HP1p3 at genomic DNA regions containing their
associated heterochromatin marks, H3K9me3 and H4K20me3 (ref. 59)
(Fig. 3i and Extended Data Fig. 4c). These dataindicate that ChIP-DIP
accurately maps chromatin regulators from diverse complexes and
with distinct functions.

TFs. TFs bind cis-regulatory elements in combinatorial patterns to
control gene expression. Generating comprehensive maps of TF
localization has proven difficult because there are large numbers of
distinct TFs, most are cell type specific and they are challenging to
map by ChIP-seq because they tend to be lower in abundance and
only transiently associated with DNA®*®!, To explore whether ChIP-DIP
can map large sets of TFs, we measured 15 TFs in K562 cells and 43
TFsinmESCs, including constitutive (for example, SP1and USF2)%*%*,
stimulus-dependent (for example, p53 and NRF1)**"*® and develop-
mental and/or cell type-specific (for example, NANOG and RFX1)%"¢®
DNAbinding proteins® (Fig. 4a). We obtained high-resolution binding
maps for TFsinboth cell types, with previously characterized TFs show-
ing localization at their expected genomic DNA targets®***’°”>and a
median peak concordance of >90% for known binding sites (Fig. 4a,b
and Supplementary Table 4). Using these genome-wide localization
data, we accurately identified expected DNA binding motifs (Sup-
plementary Fig. 10 and Supplementary Table 5), including the 20-bp
dimer motif of p53 (ref. 74) and the 21-bp RE-1 consensus sequence
of the TF REST” (Fig. 4c). Together, these data indicate that ChIP-DIP
generates accurate, high-resolution binding maps of diverse TFs in
multiple cell types.

RNAPs. Different classes of RNA are transcribed by distinct RNAPs:
RNAP I transcribes the 45S ribosomal RNA (rRNA) encoding the 18S,
28S and 5.8S rRNAs; RNAP Il transcribes messenger RNA and various
noncoding RNAs, including small nuclear RNA (snRNA), small nucleo-
lar RNA (snoRNA) and long noncoding RNA; and RNAP Il transcribes
diverse small RNAs, including transfer RNA (tRNA), 5S rRNA and 7SL,
7SK and U6 snRNA®. We leveraged ChIP-DIP to simultaneously map all
three RNAPs and the post-translationally modified forms of RNAP II.
We observed that each RNAP localizes with high selectivity to its cor-
responding classes of genes; RNAP I binds at ribosomal DNA (rDNA),
RNAP Il binds at mRNA and snRNA genes, and RNAP Il binds at tRNA
genes (Fig. 4d and Extended Data Fig. 5a). Moreover, we observed dis-
tinctlocalization patterns of different RNAP Il phosphorylation states:
serine 5-phosphorylated RNAP Il localizes at promoters, while serine
2-phosphorylated RNAP Il accumulates over the gene body and past
the3’end of the gene (Extended DataFig. 5b). These data indicate that
ChIP-DIP accurately maps the localization of the three RNAPs, including
multiple functional phosphorylation states of RNAP I, at distinct gene
classes and gene features.

Together, these results establish ChIP-DIP as a modular, highly
multiplexed method that generates high-quality maps forawiderange
of DNA-associated proteins spanning diverse biological functions.

Multisample maps reveal chromatin changes inimmune cells

Because gene regulation is highly dynamic in nature, we explored
whether ChIP-DIP canbe used to study changesin proteinlocalization
across multiple experimental conditions simultaneously. To explore
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Fig.3| ChIP-DIP accurately maps dozens of functionally diverse histone
modifications and chromatinregulators. a, lllustration of the diverse histone
modifications and chromatin regulatory proteins mapped in K562 cells or
mESCs using ChIP-DIP. b,c, Visualization of multiple histone modifications
across agenomicregion (hg38, chr22:23,050,000-23,290,000) in K562 cells
corresponding to multiple histone modifications associated with enhancers
(H3K4mel, H3K4me2 and H3K27ac) (b) and active gene bodies (H3K36me3,
H3K79mel and H3K79me2) (c). d, Top, schematic of histone modifications and
chromatin regulators associated with active promoters. Bottom, visualization
of multiple histone modifications associated with active promoters (H3K4me3
and H3K9ac) across a genomic region (mm10, chr12:81,590,000-81,636,000) in
mESCs. Hash marks indicate an intervening 29-kb region that is not shown.

e, Top, schematic of histone modifications and chromatin regulators associated

with Polycomb-mediated repression. Bottom, visualization of multiple histone
modifications associated with Polycomb-mediated repression (H3K27me3 and
H2A119ub) across a genomic region (hg38, chr2:175,846,000-176,446,000)
containing the silenced HOXD cluster in K562 cells. f, Top, schematic of

histone modifications and chromatin regulators associated with constitutive
heterochromatin. Bottom, visualization of multiple histone modifications
associated with constitutive heterochromatin (H3K9me3 and H4K20me3) across
agenomicregion (hg38, chr2:46,200,000-55,700,000) in K562 cells.

g, Visualization of an H3K4me3-associated eraser (JARID1A) and writer
component (RBBP5) across the same genomic region as thatind. h, Visualization
of PRC2 (EED) and PRC1 (RING1B) components across the same genomic region
asthatine.1, Visualization of HP1f3 and HP1a across the same genomic region as
thatinf.

this, we treated primary mouse bone marrow-derived dendritic cells
(mDCs) withlipopolysaccharide (LPS), whichinduces an anti-bacterial
pathogenresponse thatleadsto changesinthe expression of hundreds
of genes’, and collected cells at 0, 6 and 24 h after stimulation (Fig. 5a).
In all, we used a pool of 25 antibodies to map 22 distinct chromatin
modifications, including all five canonical active and repressed func-
tional states, at all three time points.

We found that multiple chromatin modifications, including modi-
fications demarcatingactive promoters, gene bodies and enhancers as
wellasinsulation domains (CTCF) and repressive domains (H3K27me3),
change substantially across the time course (Fig. 5b and Extended Data
Fig. 6a), with the largest number of changes occurring within the first
6 h. For H3K27ac-enriched regions, these changes follow three tem-
poral patterns: (1) one set stays the same across the entire time course
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Fig. 4| ChIP-DIP accurately maps dozens of TFs representing diverse
functional classes and all three RNAPs. a, Top, visualization of six TFs (SP1,
USF2, p53-pSer15, NRF1, NANOG, RFX1) representing three broad functional
classes (constitutive, stimulus response, development-cell type specific) across
agenomicregion (mm10, chr11:35,000,000-75,000,000) in mESCs. Bottom,
higher-resolution magnified views showing individual TF binding patterns at
selected targets and motif sites. (1) p53 binding the p53 response element on the
cyclin G1gene (Ccngl) promoter. (2) NANOG binding a cluster of sites internal to
the developmental gene Adam19. (3) NRF1binding multiple copies of its motif
at the Fxr2 promoter. (4) The constitutively active USF2 binding its triplicate

(| [N
Ile Ser Thr Pro Asp Gly Trp

E-box motif. b, Visualization of the TF TBP (constitutive) and REST (NRSF; cell
type specific) across agenomic region (hg38, chr11:1-11,000,000) in K562 cells.
Bottom, higher-resolution magnified views highlight two individual peaks of
REST at motif sites near promoters of known neuronal genes CHGB and SNAP2S.
¢, De novo generated motifs for p53 (top) in mESCs and REST (bottom) in K562
cells using binding sites identified using ChIP-DIP. d, Visualization of RNAP I at
the promoter and along the gene body of rDNA (left), RNAP Il at an snRNA gene
(middle) and RNAP Il at a cluster of tRNA genes (right) in mESCs. ITS], internal
transcript spacer 1; IGS, intergenic spacer; ETS, external transcript spacer.

(‘stable’), (2) one set increases upon stimulation (‘activated’) and (3)
onesetdecreases upon stimulation (‘repressed’) (Fig. 5c). These three
sets of regions correspond to genes for which transcription remains
unchanged, increases and decreases, respectively (Extended Data

Fig.6b). Asanexample, we observed that H3K27ac regions near inflam-
matory cytokine and chemokine genes, which increase in expression
upon LPS stimulation, show adramaticincrease inacetylation (Fig. 5b
and Extended Data Fig. 6¢c). We observed three temporal patterns of
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acetylation at ‘activated’ regions: (1) H3K27ac regions that initially
increase but then return to baseline by 24 h (‘pulse’), (2) H3K27ac
regions that only increase after 6 h of stimulation (‘delayed’) and (3)
H3K27acregions that continue toincrease throughout the time course
(‘sustained’) (Fig. 5d). At ‘activated’ regions, we find temporally match-
ing patterns of gene expression, while, at ‘repressed’ regions, gene
expression canrecover without a corresponding returninacetylation.
Notably, while both promoter and enhancer chromatin modifications
change upon LPS stimulation, enhancer modifications show astronger
concordance with changes in transcriptional activity than changes at
promoters (Fig. Se,f and Extended Data Fig. 6d).

Insum, ChIP-DIP enables direct characterization of protein locali-
zation changes across distinct samples, time points or perturbations
invarious biological systems, including primary cells.

Proteinlocalization analysis reveals distinct cis-regulators
Previous large-scale analyses have identified histone modifications that
demarcate distinct genomic elements (for example, promoters, enhanc-
ers, transcribed regions, etc.)”’, their activity state (active, inactive,
repressed) and regulatory potential (poised or primed for activation)’®,
However, because of the large number of histone modifications and
regulatory proteins, many efforts have focused on mapping only five his-
tone modifications (thatis, H3K4me3, H3K4mel, H3K36me3, H3K9me3
and H3K27me3)". Because ChIP-DIP can map large numbers of diverse
proteins, we asked whether combinations of histone modifications and
regulatory proteins can provide additional information about activity
states and regulatory potentials of cis-regulatory elements beyond those
captured by the five commonly studied histone modifications.

Promoter type and activity state are defined by combinations of
histone modifications. H3K4me3 is generally thought to mark the pro-
moters of actively transcribed RNAP Il transcripts'**>”°, Consistent with
this, we found H3K4me3 over the promoters of actively transcribed
RNAPIIgenesbut alsonear RNAP I promoters (rRNA) and active RNAP
Il genes (tRNA) (Fig. 6a). Similarly, we observed that other histone
modifications associated with active RNAP Il promoters, including
H3K4me2,H3K9ac, H3K27ac and H3K56ac, were also enriched at RNAP
landIllgenes (Fig. 6a,b and Supplementary Fig.11). For example, focus-
ing onagenomicregion containing neighboring RNAP Iland RNAP I
genes, we observe specific binding of the associated RNAP with shared
TFs and chromatin modification patterns over these genes (Fig. 6b).
Although the presence of these histone modifications does not
appeartodistinguish between genes transcribed by different polymer-
ases, we observed that their position relative to the transcriptional start
site (TSS) varies with RNAP gene type: for RNAP I genes, these modi-
fications localize before the TSS; for RNAP I, they flank the promoter
and are enriched downstream of the TSS, both when considering all
promoters and when excluding bidirectional promoters (Methods);
and for RNAPIII, they flank the gene body, localizing both upstream of

the TSS and downstream of the transcriptional termination site (Fig. 6a
and Supplementary Fig.11).In addition, the three RNAPs have different
relative levels of these histone modifications near their respective gene
promoters. Specifically, we found that RNAP Iand Il promoters display
stronger H3K56ac enrichment and RNAP I and Il display stronger
H3K4me2 enrichment relative to H3K4me3 (Fig. 6¢). Although different
antibodies have intrinsically different sensitivities that can confound
direct comparisons, these distinct patterns correspond to differences
inthe relative signals of the same proteins within the same sample at
distinctgenomicregions (for example, RNAPI, Iland Ill promoters). In
this way, both quantitative combinations of histone modifications and
their relative positions define distinct classes of promoters (Fig. 6d).

Next, we considered whether other histone modifications may dis-
tinguish activity states of RNAP Il promoters. Previously, co-occurring
H3K4me3 and H3K27me3 modifications (‘bivalent domains’) have been
shown to associate with a poised transcriptional state™’®, an effect we
also observein our data (Supplementary Fig.12). To explore the spec-
trum of co-occurring modifications at promoters, we quantified the
levels of ten histone modifications at H3K4me3-enriched regions and
identified five clusters; four are enriched with other histone modifica-
tions (clusters 1-4), and one is not (cluster 5). The four co-occurring
clusters correspond to H3K4me3 along with H3K27me3-H2AK119ub
(cluster 1), H3K36me3-H3K79me2-H3K79me3 (cluster 2),
H3K9me3-H4K20me3 (cluster 3) or H3K4mel-H3K27ac (cluster 4)
(Fig. 7a). These clusters correspond to promoters that exhibit dis-
tinct transcriptional activity (Fig. 7b and Extended DataFig.7) and are
enriched for distinct gene classes, such as ribosomal protein and cell
cycle genes (cluster 2), zinc finger (ZNF) protein (cluster 3) and long
intergenic noncoding RNA genes (sets 3 and 4)"**° (Fig. 7c-g). Consist-
entwiththefactthat H3K4me3 localization associates with functionally
distinct classes of promoters, we observed different combinations of
H3K4me3-associated readers, writers and erasers at distinct promoters
(Extended DataFig. 4a).

In sum, these results demonstrate that combinations of histone
modifications can distinguish promoter featuresincluding polymerase
(Fig. 6d), gene type and activity level (Fig. 7h).

Enhancer type, activity and potential are defined by combinations
of histone modifications. There are >40 different histone acetylation
marks?®, many of which have been associated with enhancers and active
transcription. We mapped 15 acetylation marks on all four histone
proteins and observed that they colocalize at similar sites genome
wide (Pearson r=0.86-0.97)%' (Extended Data Fig. 8). We considered
whether these strong correlations indicate redundancy or whether
thereisadditional regulatory information encoded by therelative levels
of each acetylation mark at specific genomic sites. To explore this, we
used amatrix factorization algorithmto define five weighted combina-
tions at highly acetylated regions (Methods, Fig. 8a,b, Supplementary
Note 3 and Supplementary Fig. 13). These quantitative combinations

Fig. 5| ChIP-DIP reveals dynamics changes in the chromatin landscape
following LPS stimulation of primary mDCs. a, Schematic of the experimental
design to profile chromatin changes in primary cells following LPS stimulation.
b, Visualization of H3K27ac, H3K9ac, H3K36ac and transcription levelsat O h,

6 hand 24 hacross agenomic region (mm10, chr2:129,298,000-129,420,000)
containing the LPS-stimulated interleukin genes /l1a and /{1b. To enable direct
comparison of time points, we normalized the scale to coverage per million
aligned reads, and, for each target, scale is shown from zero to maximum
coverage for all three time points. ¢, k-means clustered heatmap of H3K27ac
coverage atindividual enriched genomic regions (y axis) across time points
(xaxis). Three distinct sets of regions showing differential temporal patterns are
labeled along the left side. Regions associated with example inflammatory genes
arelabeled on theright side. d, Line plots of relative H3K27ac coverage of regions
from c (left) and expression of associated genes (right) versus time. Subsets of
enhancer regions that are newly acetylated after stimulus (‘activated’) are shown

above the dashed line, and subsets of enhancer regions that are deacetylated
after stimulus (‘repressed’) are shown below the dashed line (Supplementary
Methods). Mean levels are shown as solid lines with surrounding 95% confidence
interval bands. e, Visualization of H3K27ac, H3K79mel and transcription levels at
0h, 6 hand 24 hacross agenomic region (mm10, chr9:25,440,000-25,640,000)
containing regions belonging to the ‘repressed’ set from c. A masked region of

-6 kb within the gene has been removed and is indicated by hash marks.

f, Visualization of H3K27ac, H3K79mel and transcription levelsat O h, 6 hand

24 hacross agenomic region (mm10, chr5:92,320,000-92,380,000) containing
regions belonging to the ‘activated’ set from c. For e and f, scale per histone
target is shown from zero to maximum coverage across both regions; scale for
transcription is shown from zero to maximum coverage across a single region.
Schematics showing relative quantification of levels across a region are shown on
theright of each track.
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Fig. 6 | Distinct chromatin signatures define the promoters of each RNAP.

a, Comparison of H3K4me3 and H3K27ac profiles at the promoters of RNAP

I, l1and lllgenes. The profile over RNAP I genesiis displayed over the rDNA

spacer promoter (left), while profiles over RNAP Il and Ill genes are displayed

as metaplots across active (blue) and inactive (dashed gray) promoters. Expr.,
expressed. b, Visualization of RNAP Iland RNAP Il along with the shared TF TBP
and histone modifications H3K4me3 and H3K56ac across a genomic region
(mm10, chr13:23,385,000-23,595,000) containing a tRNA gene cluster (RNAPIII-
transcribed genes) adjacent to a histone gene cluster (RNAPII-transcribed genes),

Histone
gene cluster

separated by adashed line. ¢, Density distribution of H3K4me2/H3K4me3 versus
H3KS56ac/H3K4me3 ratios at RNAP 1, active RNAP Il and active RNAP Il promoters.
Points show ratios when computed using the total sum of histone coverage over all
respective promoters. Marginal distributions are shown for RNAP Il and Ill along
xandyaxes. Axes arelog,, scaled. This plot compares the relative signals of the same
antibodies within the same sample across distinct genomic regions corresponding
toknown promoters of RNAP1, Il and lligenes. d, Schematic showing relative levels
of histone modifications H3K4me2 and H3K56ac at H3K4me3-enriched regions and
therelative position of the associated RNAP promoter.

correspond to genomic regions that contain distinct TF and chromatin
regulator binding profiles (Fig. 8c-f and Extended Data Fig. 9).

Active promoter-proximal elements. The first group (C1) is defined
byH3K9ac and several other H3 acetylation marks (H3K14ac, H3K18ac,
H3K36ac, H3K56ac and H3K79ac) (Fig. 8b). Genomic regions con-
taining this signature tend to be localized near the promoter region
of transcribed genes and are enriched for RNAP II, TFIIB and CpG
island-associated factors (for example, E2F1, CXX1) (Fig. 8c,e,f).

Poised promoter-proximal elements. The second group (C2) con-
tains high levels of H3K9ac and H2AZac (Fig. 8b). Genomic regions

containing this signature tend to have lower levels of RNAP Il rela-
tive to Cl and are strongly enriched for Polycomb (JARID2, SUZ12,
RING1B) and other repressive chromatin regulators (KDM2B, HDAC2)
(Fig. 8e,f).

Stress and signaling response elements. The third group (C3) con-
tains high levels of H2AZac and H4ac (Fig. 8b), is enriched for RNAP
Il and bound by p53, and contains other stress response motif's (for
example, BACH1, NRF2) or signaling response motifs (for example,
CRE) (Fig. 8c,e,f). Consistent with these observations, H2AZ has been
proposed asafacilitator ofinducible transcription (for example, signal-
ing pathway responses and p53 regulation)®> %,
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and H3K27me3-H2AK119ub (associated with cluster 1) across the EMLS5 gene
inK562 cells. e, Visualization of H3K4me3 and H3K79me2-H3K79me3-
H3K36me3 colocalization (associated with cluster 2) across the ribosomal

H3K9me3 H3K4mel
Stabilized Intergenic
(ZNF cluster) (noncoding gene)

protein gene RPL24in K562 cells. f, Visualization of H3K4me3 and H4K20me3-
H3K9me3 colocalization (associated with cluster 3) across neighboring ZNF
genes ZNF69 and ZNF700in K562 cells. g, Visualization of H3K4me3 and
H3K4mel-H3K4me2-H3K27ac (associated with cluster 4) across the long
intergenic noncoding RNA gene LNCRNAOS8SI. For tracks in d-g, the non-
H3K4me3 tracks represent the sum of histone tracks associated with each
setand are scaled to the maximum value across all panels. H3K4me3 tracks
are scaled to the maximum for each panel. h, Schematic summarizing the
co-occurring histone modifications at H3K4me3-enriched regions and their
associated gene groups.
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C5 (right), respectively (the scale of the NANOG track is capped to the maximum
oftheleft region; TEAD1 data are from published ChIP-seq data from fetal
cardiomyocytes®). e, Visualization of H3K9ac, H2AZac and H4ac along with RING1B,
p53and RNAP Il over agenomic region (mm10, chr8:47,272,800-47,427,000)
containing multiple isoforms of the gene STOX2 and enhancers assigned to states
C1-C4.f,DNA-associated proteins (xaxis, ordered by function) with significant
binding at genomic regions defined by each combination (y axis) areindicated

in color (Methods). g, Bars show the enrichment value of selected transcription-
associated factors or regions with a high density of pluripotency TFs (Supplementary
Methods) in C4- versus C5-associated regions. Whiskers indicate the Sthand 95th

Fig. 8 | Distinct combinations of histone acetylation marks define unique
enhancer types that differ in their activity and developmental potential.

a, The relative weights of five different combinations of histone acetylation
marks (C1-CS5, y axis) for each acetylated genomic region (x axis). Regions are
grouped according to the combination that received the greatest weight, and
groups are indicated along the top axis. b, The relative weights of each histone
acetylation mark (y axis) within each combination (x axis). Only weights greater
than2.5arelabeled. ¢, Visualization of H3K9ac and H4ac along with SP1

and p53 across a genomic region (mm10, chr15:34,065,000-34,086,000)
containing enhancers assigned to the C1 (yellow) and C3 (red) states.

d, Visualization of H2BK20ac and H3K27ac along with NANOG, TEAD1 and RNAPII
across two genomic regions (left, mm10, chr7:3,191,500-3,221,500; right, mnm10,
chr18:5,006,500-5,016,500) containing enhancers assigned to C4 (left) and to

percentiles from permutation-based resampling (n = 200 permutations) in which
each permutation retained three-quarters of the C4 or C5region. h, Schematic of
C1-C5-associated regions and their corresponding functions.
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Active pluripotency distal regulatory elements. The fourth group
(C4)isdefined by H2BK20ac and H3K27ac (Fig. 8b). These regions tend
to be promoter distal (Extended Data Fig. 9b) and are associated with
actively transcribed embryonic- and stem cell-specific genes (Fig. 8d).
Theseregionsare enriched for binding of pluripotency TFs, including
NANOG, OCT4 and SOX2, as well as the p300 acetyltransferase and
components of mediator (Fig. 8f).

Poised differentiation distal regulatory elements. The fifth group
(C5) is defined by H2BK20ac and H3K14ac (Fig. 8b). These regions
displayed TF and chromatin regulator occupancy similar to that of
C4 regions® (Fig. 8f,g). However, in contrast to C4 regions, C5 regions
bound by pluripotency factors correspond to enhancers of genes
involved in post-embryonic development (Extended Data Fig.10) and
are enriched for sequence motifs of TFs involved in lineage specifica-
tion and morphogenesis (for example, TEA domain TF (TEAD) fam-
ily)® (Extended Data Fig. 9c). This suggests that C5 enhancers might
be important in establishing the gene expression program needed
upon differentiation (regulatory potential). Interestingly, we identi-
fied a third set of genomic regions that also contain a high density of
pluripotency TFs but lack the C4 or C5 acetylation signatures; these
are associated with genes involved in later stages of organogenesis
(forexample, kidney and sensory systems) (Extended Data Fig. 10).

These analyses indicate that histone acetylation is not a redun-
dant marker of enhancers, but that combinations of acetylation
modifications can define unique classes of cis-regulatory elements
(promoter-proximal versus-distal enhancers) that actin distinct ways
(stimulus responsive versus developmentally regulated) and that
exhibit different activity (for example, active gene expression versus
poised for activation upon differentiation) (Fig. 8h).

Discussion
We demonstrated that ChIP-DIP enables highly multiplexed mapping
of hundreds of regulatory proteins to genomic DNA ina single experi-
ment. Although the largest ChIP-DIP experiment in this study con-
tained >225 distinct antibodies, this number was primarily limited by
the availability of high-quality antibodies, and we expect that ChIP-DIP
could profilelarger pools of antibodies. Because this approach employs
standard molecular biology techniques, we expect that it will be readily
accessible toany laboratory without the need for specialized training
or equipment. As such, we anticipate that ChIP-DIP will enable a fun-
damental shift from large consortia generating reference maps for a
limited number of cell types to individual laboratories generating cell
type-specific maps within any specific experimental system of interest.
In recent years, several methods, including multi-CUT&Tag>,
MulTI-Tag®®, MAbID*, NTT-seq®, Nano-CT°° and uCoTarget”, have
madeit possible to simultaneously profile multiple proteins. Yet, these
multiplexed methods have two limitations: (1) they are limited in scale
(two to six proteins simultaneously), and (2) they primarily map histone
modifications and other abundant proteins but cannot map most chro-
matinregulatorsand TFs (protein diversity)*>**?°, ChIP-DIP overcomes
both limitations by (1) generating high-quality datasets within pools
containing >160 distinct antibodies and (2) mapping distinct protein
typesincluding histone modifications, chromatin regulators and TFs.
Given the important information encoded within quantitative
combinations of histone modifications, chromatinregulatorsand TFs,
comprehensively mapping these factors across cell types will be criti-
cal for studying gene regulation and for defining the putative effects
of genetic variants associated with human disease. For instance, while
specific regulatory states have been shown to be encoded by combina-
tions of histone modifications (for example, bivalent domains), the
number and diversity of such states have remained largely unexplored.
The large number of chromatin proteins has necessitated a tradeoff
between mapping many marksinafew cell types or afew marks in many
celltypes. ChIP-DIP overcomes this by mapping hundreds of proteinsin

asingle experiment. Moreover, due to the nature of split-pool barcod-
ingused in ChIP-DIP and because there is negligible antibody-bead-
chromatin dissociation during the procedure, ChIP-DIP can also be
used to map protein binding within multiple samples simultaneously
using distinct sets of antibody-oligonucleotide-labeled beads. In
addition to the increase in scale provided by mapping multiple pro-
teins and samples simultaneously, ChIP-DIP multiplexing also reduces
many sources of technical and biological variability associated with
processing individual proteins and samples. This ability will enable
large-scale mapping of dynamic protein localization across distinct
cell types and time points.

Beyond the applications highlighted in this work, ChIP-DIP can
be directly integrated into existing split-pool approaches to create
additional capabilities. For example, we previously showed that we
can map the 3D genome structure surrounding individual protein
bindingsites (SIP)*?; integrating this with ChIP-DIP will enable mapping
of 3D structure at hundreds of distinct binding sites simultaneously.
Moreover, we previously developed a method to map 3D genome
contacts within thousands of individual single cells using this same
split-pool approach®. Integrating this approach with ChIP-DIP will
enable comprehensive mapping of hundreds of regulatory binding
sites within thousands of individual cells. Finally, we previously used
split-and-pool barcoding to simultaneously map the spatial proximity
of DNA and RNA and measure noncoding RNA localization and the lev-
elsof nascent RNA transcription at individual DNA sites”. Integrating
this with ChIP-DIP will enable simultaneous measurement of protein
binding and transcriptional activity at individual genomic locations,
providing a direct link between binding events and the associated
transcription activity. For these reasons, we expect that ChIP-DIP will
represent a transformative tool for dissecting gene regulation.

Online content
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maries, source data, extended data, supplementary information,
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Methods

Cells, cell culture and cross-linking

Cell lines. Two cell lines were used: (1) female mESCs (pSM44 mESC
line) derived from a 129 x castaneous F, mouse cross and (2) K562, a
female human lymphoblastic cell line (ATCC, CCL-243).

Primary cells. mDCs were derived from bone marrow collected from
6-8-week-old female C57BL6 mice” (Supplementary Methods). mDCs
were stimulated with100 ng mI™ LPS (rough, ultra-pure Escherichia coli
K12strain, Invitrogen) and collected at O h, 6 hand 24 h after treatment,
as previously described®™.

Cell cross-linking. Cells were cross-linked in suspension with 1% for-
maldehyde for 10 min at room temperature.

ChIP-DIP: bead preparation

Protein G bead biotinylation. Protein G Dynabeads (Invitrogen,
10003D) were incubated with EZ-Link Sulfo-NHS-Biotin (Thermo Sci-
entific, 21217), and the NHS reaction was quenched with1 M Tris, pH 7.4.

Preparation of streptavidin-coupled oligonucleotides. Biotinylated
antibody ID oligonucleotides were coupled to streptavidin (BioLegend,
280302)ina96-well PCR plate.

Preparation of oligonucleotide-labeled protein G beads. Ten
microliters of biotinylated beads were aliquoted into individual
wells of a deep-well 96-well plate (Nunc 96-Well DeepWell Plates with
Shared-Wall Technology, Thermo Scientific, 260251), and 14 pl of
5.675 nM streptavidin-coupled oligonucleotide was added.

Antibody coupling. Antibody (2.5 pg) was added to each well of the
96-well plate.

Preparation of the bead pool. Beads were pooled using equal amounts
of prepared beads for each antibody (10 pl beads per antibody) or
titrated based onthe determined chromatin pulldown efficiency meas-
ured in QC experiments (Supplementary Methods).

ChIP-DIP: immunoprecipitation, split-and-pool and library
preparation

The pool of labeled beads was added to lysate, incubated for 1 h at
roomtemperature and then washed. Tobluntend and phosphorylate
double-stranded DNA, the NEBNext End Repair Module (NEB, E6050L;
containing T4 DNA polymerase and T4 PNK) was used. Split-and-pool
barcoding was performed as previously described*’, with modifi-
cations described in Supplementary Methods. After split-and-pool
barcoding was complete, beads were resuspended in 1 ml proteinase
K buffer, digested with proteinase K (NEB) and reverse cross-linked at
65 °C overnight. DNA from each reverse cross-linked aliquot was iso-
lated and amplified for 9-12 cycles using the Q5 Hot-Start High-Fidelity
2x Mastermix (NEB, M0294L) and primers that added the full Illu-
mina adaptor sequences. Sequencing was performed on the lllumina
NovaSeq S4, NextSeq or AVITI (Element Biosciences).

Data-processing pipeline

Reads were split into two files, one for antibody ID reads and one for
DNA reads, based on the presence of ‘BPM’ (bead tag) or ‘DPM’ (DNA
tag), respectively, in read 1. For DNA reads, the DPM sequence was
trimmed and aligned to mm10 or hg38 using Bowtie 2 (version 2.3.5)"°
with default parameters. For antibody ID reads, the BPM sequence was
trimmed, and the UMI was extracted from the remaining sequence.
A ‘cluster file’ was generated by aggregating all reads that share the
same split-and-pool barcode sequence. Individual clustersin the ‘clus-
ter file’ were assigned to aspecific antibody based on antibody ID reads
within the cluster (see Supplementary Methods for assignment details).

Genomic DNA alignments were split into separate BAM files, one per
antibody, based on cluster assignment.

Visualization and peak calling

BigWig files were generated from each antibody-specific BAMfile using
the ‘bamCoverage’ function from deepTools version3.1.3 (ref. 97) and
were visualized with IGV*®. For normalization, abackground model was
generated for eachindividual antibody using the total pool of assigned
sequencingreads (Supplementary Methods). Background-normalized
tracks were generated using the scaled background distribution. Track
visualizations are scaled to the maximum over the region, and scales
indicate reads per bin, unless indicated otherwise. Peaks were called
usingthe HOMER version 4.11 (ref. 99) program ‘findPeaks’ on tag direc-
tories generated for target datasets. Background-normalized peaks
were generated using the scaled background distribution as input.
TF motifs were predicted using the HOMER program ‘findMotifsGe-
nome’ with the parameters -s 200 -mask -len10’ on peaks generated
asdescribed above.

Heatmaps, summary plots and other graphical visualizations
Genome-wide metaplots, pairwise scatterplots and correlation heat-
maps were generated and visualized using deepTools version 3.1.3, a
suite of Python tools designed for efficient analysis of high-throughput
sequencing data. We used the following functions: ‘multiBamSum-
mary’, ‘multiBigWigSummary’, ‘plotCorrelation’,‘plotCoverage’, ‘multi-
BamCoverage’ and ‘computeMatrix’. All other graphical visualizations
(forexample, line plots, violin plots, etc.) were generated using seaborn
version 0.13.2, aPython data visualization library.

ChIP-DIP experiments

We performed 11 ChIP-DIP experiments in this paper, each of which,
along with the associated antibodies, proteins and statistics, is
describedinSupplementary Table 1. All ChIP-DIP experiments were per-
formed using the same general protocol with afew experiment-specific
modifications described in detail in Supplementary Methods.

Comparison with ENCODE data

ChIP-DIP comparisons with ENCODE-generated ChIP-seq data
in Fig. 1 were made using the K562 ten-antibody pool experiment.
Genome-wide coverage comparisons were calculated across all Ref-
Seq TSSs for H3K4me3 and POLR2A or across 10-kb bins for CTCF and
H3K27me3. Calculations were performed using ‘multiBamSummary’
and plotted as 2D kernel density plots.

For all ChIP-DIP K562 datasets, comparisons with
ENCODE-generated ChIP-seq were made for all targets for which
ENCODE datasets were available. ENCODE accession numbers are
listed in Supplementary Methods. The Pearson correlation coefficients
of genome-wide coverage comparisons were calculated at 1,000 bp
using ‘multiBigwigSummary’, and the fraction of overlapping peaks
isreported in Supplementary Table 2.

Comparison with CUT&Tag data

ChIP-DIP data from the K562 35-antibody experiment were compared
with data from ChIPmentation'’® and high-throughput CUT&Tag per-
formed using various starting cellnumbers (10,000,100,000,500,000
or 10 million)*. SRA accession numbers are listed in Supplementary
Methods. The estimated library complexity was calculated using the
‘Ic_extrap’ function from preseq version 3.2.0 (ref. 101). Fraction of
readsin peaks (FRIP) scores were calculated for all samples with at least
100 called peaks using the intersect function from BEDTools version
2.29.2 (ref.102).

Transcription factor peak comparison
Peak sites from ChIP-DIP TF data were compared to reference bind-
ing sites retrieved from ReMap2022, a database of transcriptional
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regulator peaks derived from curated ChIP-seq, ChIP-exo and DAP-seq
experiments'®’. To ensure that only high-quality datasets areincluded,
ReMap2022 implements four different ENCODE-defined quality
metrics. Only TFs with a minimum FRIP score of 0.5% and for which
reference data were available were analyzed. Results are reported in
Supplementary Table 4.

Pool size comparison analysis

Tomeasure the influence of the number of antibodies contained within
anindividual pool, read coverage profiles of four targets (H3K4me3,
H3K27me3, CTCF and RNAP II) generated in four different ChIP-DIP
experiments in K562 cells (ten-, 35-, 50- and 52-antibody pools) or
generated by ENCODE (one-antibody pool) were compared. For both
RNAP Il and CTCF, two different antibodies were included. Coverage
of normalized BigWig files across the set of all peak regions from the
ten-antibody pool experiment was calculated using ‘multiBigwigSum-
mary’. Pearson correlation coefficients for all pairs were calculated and
plotted as a heatmap using ‘plotCorrelation’, manually ordering the
rows and columns from smallest to largest pool size for each target.

Peak overlaps were calculated for each target between experi-
ments of different pool sizes as the (number of peaks in experiment 1
intersecting peaks in experiment 2)/(total number of peaks in experi-
ment 1). The numbers of intersecting peaks were calculated using
BEDTools version 2.29.2 (ref.102) and are reported in Supplementary
Table 3.

Toensurethat the results were robust to read coverage, the analy-
siswasrepeated after downsampling. Specifically, the target-separated
BAM files from each pool size were downsampled to anequal number of
reads for each target: H3K4me3, 9 million reads; CTCF, 2 million reads;
H3K27me3, 15 million reads; RNAPII, 1 million reads. Genome-wide cor-
relation of BigWig profiles was calculated as described above.

Cell lysate amount comparison analysis

Tomeasure the amount of cellinput material required for ChIP-DIP, we
performed a series of ChIP-DIP experiments using the same antibody
pool and differing amounts of cell lysate (50,000, 500,000, 5,000,000
0r45,000,000 cells) (Supplementary Methods). Read coverage profiles
of four targets (H3K4me3, H3K27me3, CTCF and RNAP II) were com-
pared across different levels of input cell lysate. For both RNAP Il and
CTCF, two different antibodies were included, coverage comparison
was performed identical to that described for ‘Pool size comparison
analysis’. Peak overlaps were calculated for each antibody between pairs
of experiments as described above. For target and condition pairs with
sufficientread depth, the estimated library complexity was calculated
using the ‘Ic_extrap’ function from preseq version 3.2.0.

Histone modification diversity analysis

Chromatin state. Genome-wide coverage for 10-kb windows for 12
histone marks (H3K27me3, H2AK119ub, H3K9me3, H4K20me3 and
H3K9me3 from the 5 million (5M) condition in the K562 35-antibody
pool experiment; H3K79me2, H3K79mel, H3K4me3, H3K4me2,
H3K4mel, H3K9ac and H3K27ac from the K562 50-antibody pool
experiment) was calculated using ‘multiBamCoverage’. These values
were standardized for each mark by transforming into z-score values.
The UMAP reduction was generated using the UMAP'** Python package
and parameters n_components = 2 and n_neighbors =3.

Heterochromatin-associated histone modifications. Validation
of heterochromatin-associated histone modifications used the 5M
conditioninthe K562 35-antibody pool experiment. Read coverage of
H3K9me3, H4K20me3 and H3 was computed over annotation groups
(ZNFs, LTRs, LINES, SINES, TSS + 2 kb) using the ‘depth’ function from
SAMtools version 1.9 (ref. 105). An enrichment score was calculated
by normalizing for feature and target abundance (Supplementary
Methods).

Promoter-associated histone modifications. Validation of
promoter-associated histone modifications used the mESC 67-antibody
pool experiment. Promoter coverage correlations were calculated
across promoters from EPDNew'’, a database of non-redundant
eukaryotic RNAP Il promoters, +500 bp using ‘multiBamSummary’
and ‘plotCorrelations’.

Gene body-associated histone modifications. Validation of gene
body-associated histone modifications used the 5M condition in the
K562 35-antibody pool experiment and the K562 50-antibody pool
experiment. Values in coverage metaplots over the gene bodies of all
protein-coding genes from the GENCODE'" version 38 basic annota-
tion were calculated using ‘computeMatrix’ and normalized to the
maximum and the minimum for each target.

Chromatinregulator diversity analysis

Polycomb-associated chromatin regulators. Validation of
Polycomb-associated chromatinregulators used the K562 50-antibody
pool experiment. Metaplots respective to RING1B peak sites were
calculated using ‘computeMatrix’.

Heterochromatin-associated chromatin regulators. Validation
of heterochromatin-associated chromatin regulators used the K562
50-antibody pool experiment. Genome-wide coverage for 10-kb win-
dows and Pearson correlation coefficients were calculated using ‘multi-
BigwigSummary’ and ‘plotCorrelation’.

H3K4me3-associated chromatin regulators. Analysis of H3K4me3-
associated chromatin regulators used the mESC 165-antibody pool
experiments. Binding profiles of JARID1A, RBBP5 and PHF8 were
measured +1 kb around the TSS of all representative promoters from
EPDNew and were clustered using k-means clustering with k=4 by
‘plotCoverage’.

Polymerase diversity analysis

RNAP I, Il and Ill comparison. Validation of the various RNAPs used
the mESC 165-antibody pool experiment. First, read coverage within
a +100-bp window surrounding the promoters and TSSs of various
gene groups was calculated. Next, for each polymerase, coverage was
normalized to the total reads aligned with any gene group. Finally, an
enrichmentscore of the relative coverage compared to anIgGisotype
control was calculated and plotted as a bar graph.

RNAP Il phosphorylation state comparison. Validation of the vari-
ous RNAPs used the K562 52-antibody pool experiment. Values in
the metaplots over the gene bodies of all protein-coding genes from
the GENCODE version 38 basic annotation were calculated using
‘computeMatrix’.

Mouse dendritic cell LPS stimulation time course analysis
Temporal pattern analysis. For genome-wide time course analysis
of individual histone modifications, the read coverage per 100-kb
bin genome wide for each target at each time point was calculated
using ‘multiBigwigSummary’. Next, for each target, for each time
point pair (for example, 6 h and O h, 24 h and 6 h), the enriched bins
were determined by finding the knee point of the summed coverage
per bin-versus-rank graph using the Python package ‘kneed” . The
scaled coverage per binwas calculated for each time point as (x — min)/
(max - min). The difference in coverage per bin was computed for
enriched bins by subtracting the scaled coverage between time points.
For time course analysis of H3K27ac, enriched acetylated regions
were determined by peak calling on the merged read file of histone acet-
ylation at all time points using the ‘findPeaks’ function from HOMER
with ‘-minDist 100000’ and removing peaks with size <1,500 bp.
Coverage of H3K27ac at each enriched region was computed using

Nature Genetics


http://www.nature.com/naturegenetics

Technical Report

https://doi.org/10.1038/s41588-024-02000-5

‘multiBamSummary’ and normalized for read depth by dividing by the
totalreads for H3K27ac per respective time point. To focus on regions
with higher coverage, regions with normalized read depth <0.05 CPM
for all time points were removed from analysis. Coverage per time
point was then rescaled to a minimum of O and a maximum of 1 using
(x-min)/(max — min) per region. Rescaled regions were clustered into
three clusters using the ‘kmeans’ function from scipy.cluster version
1.13.0. See Supplementary Methods for subset criteria of ‘activated’
and ‘repressed’ regions.

Relationship with gene expression. RNA-seq data for LPS-stimulated
mDCs at O h, 6 h and 24 h'°’ were processed using the RNA-seq pipe-
line from Nextflow"°, Transcript abundances across different time
samples were normalized using quantile normalization and filtered to
remove low- or non-expressed genes. H3K27ac-enriched regions were
paired with the gene that had the maximum cosine similarity between
H3K27ac coverage and gene expression versus time of all genes within
a100-kbwindow. Transcription levels of genes assigned to each of the
three H3K27ac clusters were plotted as a violin plot using seaborn ver-
sion 0.13.2 after removing duplicate genes and outlier values, defined
asx<Q;-15xIQRorx>Q;+1.5x%IQR.

For comparison of enhancer versus promoter versus gene body,
the coverage of promoter-associated histone marks in the window
11,000 bp surrounding the TSS of expressed genes and the coverage of
genebody-associated histone marks across the gene body of expressed
genes were calculated using ‘multiBamSummary’. Coverage was scaled
by the length of the region and, for each histone mark, normalized by
sequencing depth and rescaled to a minimum of 0 and a maximum of
1using (x — min)/(max — min). For each histone mark and each pair of
time points ((¢,, to), (¢, £4), (&, t24)), the Spearman rank correlation
coefficient between time points of histone coverage and transcription
foreach gene was calculated using the ‘spearmanr’ function fromscipy.
stats version1.13.0.

Histone combinatorial analyses

Polymerase-associated histone profiles. For RNAP |, track coverage
profiles of various histone modifications 1.5 kb upstream to 0.5 kb
downstream of the spacer promoter were visualized using IGV.

For RNAP II, metaplots of coverage profiles for various histone
modifications were generated around active and inactive RNAP II
promoters using ‘computeMatrix’ (reference-point -a1000 -b 1000)
and ‘plotProfile’. See Supplementary Methods for analysis involving
bidirectional versus unidirectional promoters.

For RNAP IlI, metaplots of coverage profiles for various histone
modifications were generated around active and inactive tRNA genes
using ‘computeMatrix’ (scale-regions-a1000-b1000-m75-bs 25) and
‘plotProfile’. tRNA genes were grouped into active or inactive categories
based on the read coverage of RNAPIII.

For comparison of relative histone levels, total coverage for each
histone mark was calculated in the -1.5-kb to +0.5-kb window sur-
roundingthe spacer promoter for rDNA, the -0.5-kb to +0.5-kb window
around active RNAP Il promoters and the -0.5-kb to +0.5-kb window
around active RNAP Il tRNA gene promoters. To account for differ-
ences in window size, the coverage of H3K56ac and H3K4me2 was
normalized to the level of H3K4me3.

H3K4me3-enriched region clustering. Combinatorial histone modifi-
cation analysis for H3K4me3 regions used the 5M condition of the K562
35-antibody pool experiment. Read coverage of ten histone targets
(H3K79me3, H3K79me2, H3K36me3, H3K4mel, H3K4me2, H3K27ac,
H3K27me3, H2AK119ub, H3K9me3 and H4K20me3) was calculated over
all H3K4me3 peak regions using the ‘multicov’ function of BEDTools
version 2.29.2. Theresulting region-versus-histone data matrix (A) was
normalized using log normalization™ (Supplementary Methods). The
regions of the normalized data matrix were clustered using the cluster.

hierarchy.linkage function from SciPy version 1.6.2 (ref. 112) with a
Euclidean distance metric and a complete linkage method.

Gene annotation of H3K4me3 regions was performed using the
‘annotatePeaks.pl’ function from HOMER version 4.11. Definitions for
eachannotationgroup (ZNF genes, RP genes, lincRNA genes, snoRNA
genes, satellite RNA genes, tRNA genes, cell cycle genes, bivalent genes
and enhancer RNAregions) are provided in Supplementary Methods.
Tovisualize enrichments of gene annotationsin sets and subsets of the
hierarchically clustered heatmap, the kernel density estimate (KDE) was
calculated for each annotation group based on their clustering-defined
order.

ChromHMM model of acetylation. The ChromHMM genome segmen-
tation model was built using 15 different histone acetylation modifica-
tions measured in the mESC 67-antibody pool experiment. BAM files
were binarized using the BinarizeBam function from ChromHMM with
a Poisson threshold of 0.000001 and other default parameters. The
signal threshold was increased from the default to remove spurious
noise. State models with 5-20 states were built using the LearnModel
function with default parameters. States were manually reordered and
grouped based on transition probabilities between states. Nineteen
states were selected for the final model toretain state 17, astate witha
distinctive enrichment and transition profile.

Non-negative matrix factorization of acetylated regions.
Non-negative matrix factorization analysis used the histone acetylation
mark datafromthe mESC 67-antibody pool experiment. Anormalized
read coverage matrix of acetylation-enriched genomic regions (N)
versus histone acetylation marks (M) was generated (Supplementary
Methods). NMF was performed on this data matrix using ‘NIMFA™", a
Pythonlibrary for non-negative matrix factorization, with the nndsvd
initialization method. The rank k was selected empirically, taking into
account the biological assignability of the resulting states, the com-
plexity of the model and the stability of the factorization (the number
of iterations the algorithm required to coverage). After factorization,
the resulting basis matrix (N x k) contained the coefficient of each
combination iforeachgenomicregion. Asorted heatmap of the basis
matrix was generated by grouping the regions according to the com-
bination that contributed the greatest coefficient for each region. For
visualization, this heatmap was normalized by dividing the coefficients
foreachregionby the total coefficient sum of the region. To profile and
assign a biological interpretation to individual combinations, each
regionwas assigned to the combination with the maximum coefficient.
Identification of TFs with significant binding overlap with regions
assigned to a single combination was performed using the Cistrome
Data Browser, aninteractive database of public ChIP-seq data™. Motif
enrichmentwas calculated using the HOMER function ‘findMotifs’ on
all genomic regions assigned to each combination. For comparison
of enrichment levels in C4 versus C5, enrichments were calculated
using bedgraphs from the mESC 165-antibody pool experiment and
the ChromHMM program ‘OverlapEnrichment’ (java -jar ChromHMM.
jar OverlapEnrichment-binres 1-signal). Interval bars were generated
by permutation-based resampling; enrichments were recalculated
for200independent draws of 75% of the regions assigned to C4 or CS5.

Statistics and reproducibility

Pearson correlation coefficients were calculated using the pearsonr
function of scipy.stats version 1.13.0 (ref. 112) or generated using the
‘plotCorrelation’ function from deepTools version 3.1.3 (ref. 97). Spear-
man rank correlation coefficients were calculated using the ‘spear-
manr’ function from scipy.stats version 1.13.0. The Mann-Whitney
U-test was used to compare gene expression fold change following LPS
stimulation between sets (Extended Data Fig. 6b) and was calculated
using the ‘mannwhitneyu’ function from scipy.stats version 1.13.0.
Statistical tests and distribution assumptions for peak calling are
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intrinsic to the HOMER version 4.11 (ref. 99) peak-calling algorithm
and commonly used and accepted for ChIP-seq data. P values for TF
motifs were generated using HOMER version 4.11. Other statistical tests
were performed using permutation or random sampling and make no
implicitassumptions about distributions. Experimental details needed
to reproduce individual ChIP-DIP experiments are provided in Sup-
plementary Methods. Key proteins were mapped in multiple different
experimental replicates and show comparable results.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability

All ChIP-DIP datasets generated in this study are available at GEO:
GSE227773. Accession numbers for publicly available datasets used
inthis study are listed in Supplementary Methods.

Code availability

Publicly available software and packages were used in this study as
indicated in Methods and Supplementary Methods. The original code
for the ChIP-DIP pipeline s available on GitHub at https://github.com/
GuttmanLab/chipdip-pipeline/tree/Paper (https://doi.org/10.5281/
zeno0do.13952458) (ref. 115).
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Extended Data Fig. 1| Potential sources of mixing in ChIP-DIP. (a) Schematic of
labeling strategy to generate Protein G beads coupled with a unique antibody-
identifying oligonucleotide and a matched antibody. (i) Protein G beads are
covalently modified with a biotin, (ii) oligonucleotides containing a3’ biotin are
conjugated to streptavidin, (iii) oligo-streptavidin complexes are mixed with
biotinylated protein G beads and (iv) protein G beads are mixed with antibodies.
This process is repeated for each unique oligonucleotide-antibody pair and

then all bead-antibody conjugates are pooled together. (b) Schematic of three
potential sources of dissociation of chromatin-antibody-bead-oligo conjugates
that could lead to mixing during ChIP-DIP: dissociation 1) between oligo and
bead, 2) between antibody and bead, or 3) between antibody and chromatin. (c) If
oligos dissociate from their original beads and bind to distinct beads (oligo-bead
dissociation), we would expect multiple distinct oligo types on the same bead.

To quantify this, we computed the percent uniqueness of oligo-types within each

split-pool cluster. The cumulative distribution of the uniqueness of antibody-ID
oligos type (x-axis) within individual clusters is shown. (d) If antibodies dissociate
from their original bead and reassociate with a different bead (antibody-bead
dissociation), we expect that chromatin would associate with empty beads
presentin the experiment. We show a schematic of the experimental design

to test for antibody movement between beads (top) and the quantification of
reads per bead assigned to true targets (CTCF) or empty beads added during
experimental processing steps (bottom). (e) If proteins (and their crosslinked
chromatin) dissociate and reassociate to other beads containing the same
epitope-specific antibodies (antibody-chromatin dissociation), we would expect
that chromatin purified independently from human and mouse lysates would
mix during the procedure. We show a schematic of the human-mouse mixing
experimental design to test for chromatin movement (left) and quantification of
species-specific reads assigned to human or mouse beads (right).
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Extended Data Fig. 2| Mapping multiple components of the same regulator complex within a single experiment. (a) Visualization of various components of
the PRC1 (RING1B, CBX8) and PRC2 (EZH2, SUZ12, EED) complexes that were mapped within the same ChIP-DIP pool (K562 52 Antibody Pool) along a genomic region
(hg38, chr4:500,000-5,500,000).
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Extended Data Fig. 3 | Histone modifications associated with five chromatin
states. (a) UMAP embedding of 12 histone modifications measured in K562
correspond to five chromatin states. (b) Metaplot of signal distribution of
H3K36me3, H3K79mel and H3K79me2 across the gene body of protein coding details on ChIP-DIP experiments used for each analysis.
genes in K562. (c) Correlation scatterplot of H3K9Ac and H3K4me3 signals at
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Extended Data Fig. 4 | Chromatin regulators co-localizing with known
histone targets. (a) Metaplots of read coverage for three H3K4me3-associated
chromatinregulators (JARID1A, RBBPS5, PHF8) and H3K4me3 at four promoter
groups in mESC. Promoter groups were identified using k-means clustering of CR
signal. (b) Metaplot showing colocalization of multiple PRC1and PRC2 members
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and their respective histone modifications at RINGIB sites in K562. (c) Genome-
wide correlation matrix of multiple HP1 proteins versus heterochromatin and
euchromatin markersin K562. For A-C, see Methods for details on ChIP-DIP
experiments used for each analysis.
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acetylated regions using histone acetylation marks, shownin Fig. 8.
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Extended Data Fig. 10 | Profiles for high density regions of NANOG-OCT4-
SOX2. (a) Plot showing normalized region scores (x-axis) for peak regions of
NANOG-0OCT4-SOX2, ordered by rank (y-axis). High density regions are defined
asregions past the point where the slope = 1. (b) Track visualization of NANOG-
0CT4-SOX2 upstream of the gene for the pluripotency transcription factor KLF4
inmESC. A high density regionisindicated with ared bar; low density regions are
indicated with grey bars. (c) Visualization of NANOG-OCT4-SOX2 near the TET2
gene, adevelopmentally associated chromatin regulator, in mESC. A high density
region internal to the gene is indicated with a red bar. (d) Coverage metaplots

over low density regions (LDR) vs high density regions (HDR) for pluripotency
transcription factors and other transcriptional-related factors. Metagenes are
centered on the region and the lengths represent the approximate difference
inmean lengths (500 bps for LDRs and 14,500 bps for HDRs). An additional

4 kb surrounding each region is shown. (e) Enrichment heatmap for GO terms
of genes associated with HDRs or LDRs containing C4, C5 or neither C4/C5
chromatin signatures. (f) Enrichment heatmap for development-associated GO
terms of genes associated with HDRs or LDRs containing C4, C5 or neither C4/C5
chromatin signatures.
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Accession numbers for publicly available CUTNTAG/ChIPmentation datasets used in this study are as follows: SRX1080059, SRX1080058, SRX1080056, SRX1080055,
SRX1080050, SRX1080049, SRX1080048, SRX1080047, SRX1080026, SRX1080025, SRX1080024, SRX1080023, SRX1080022, SRX1080021, SRX1080028, SRX1080029,
SRX1080018, SRX1080017, SRX1079997, SRX1079998, SRX1079996, SRX1079995, SRX1079994, SRX1079993, SRX5193376, SRX5193377, SRX5193378, SRX5193379,
SRX5193380, SRX5193382, SRX5193384, SRX5193385, SRX5242669, SRX5545333

Research involving human participants, their data, or biological material

Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation),
and sexual orientation and race, ethnicity and racism.

Reporting on sex and gender N/A

Reporting on race, ethnicity, or  N/A
other socially relevant

groupings

Population characteristics N/A
Recruitment N/A
Ethics oversight N/A

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Life sciences study design

All studies must disclose on these points even when the disclosure is negative.

Sample size N/A

Data exclusions  None

Replication Key proteins were mapped in multiple different experiments and show comparable results.
Randomization  N/A

Blinding N/A
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Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems Methods
n/a | Involved in the study n/a | Involved in the study
|:| g Antibodies |:| ChlIP-seq
|:| |Z Eukaryotic cell lines |:| Flow cytometry
|:| Palaeontology and archaeology |:| MRI-based neuroimaging
X |:| Animals and other organisms
|:| Clinical data
X |:| Dual use research of concern
g |:| Plants
Antibodies
Antibodies used Product Name,Vendor,Catalog Number

CTCF (D31H2) XP(R) Rabbit mAb,Cell Signaling Technologies ,3418S
Empty (no antibody),NA NA

InVivoMAb recombinant human IgG1 Fc,Bio X Cell ,BEO096

Rabbit IgG, monoclonal [EPR25A],Abcam,ab172730

Rpb1 NTD (D8L4Y) Rabbit mAb,Cell Signaling Technologies ,14958S
SP1 (D4C3) Rabbit mAb,Cell Signaling Technologies ,9389S
TCF4/TCF7L2 (C48H11) Rabbit mAb,Cell Signaling Technologies ,2569S
Tri-Methyl-Histone H3 (Lys27) (C36B11) Rabbit mAb,Cell Signaling Technologies ,9733S
Tri-Methyl-Histone H3 (Lys4) (C42D8) Rabbit mAb,Cell Signaling Technologies ,9751S
V5 Tag Polyclonal Antibody,Bethyl,A190-120A

ZFX (L28B6) Mouse mAb,Cell Signaling Technologies ,5419S

AbFlex HDAC1,Active Motif, 91216

AbFlex HDAC2,Active Motif,91198

AbFlex KDMS5A antibody,Active Motif,91212

AbFlex BRD4 antibody ,Active Motif,91301

AbFlex EED antibody ,Active Motif,91135

AbFlex RNA Pol Il antibody ,Active Motif, 91151

AbFlex RNA pol Il CTD phospho Ser2 antibody ,Active Motif,91115
AbFlex RNA pol Il CTD phospho Ser5 antibody ,Active Motif,91119
Anti-KAT3B / p300 antibody [EPR23495-268] ,Abcam,ab275378
Anti-Rabbit 1gG, monoclonal [EPR25A] ,Abcam,ab172730

BACH2 (D3T3G) Rabbit mAb,Cell Signaling Technologies,80775S
Biotinylated Anti-Rabbit 1gG, Cell Signaling Technologies, 14708S
BRD4 (E2A7X) Rabbit mAb,Cell Signaling Technologies,13440S

CBP (D6C5) Rabbit mAb,Cell Signaling Technologies,7389S

CBX4 (E6L7X) Rabbit mAb,Cell Signaling Technologies,30559S

CBX8 (D208C) Rabbit mAb,Cell Signaling Technologies, 146965
c-Fos (9F6) Rabbit mAb,Cell Signaling Technologies,2250T

c-Fos (E7L5L) Mouse mAb,Cell Signaling Technologies, 74620S

c-Jun (60A8) Rabbit mAb,Cell Signaling Technologies,9165T

CTBP2 antibody (pAb),Active Motif,61261

EED (E4L6E) XP(R) Rabbit mAb,Cell Signaling Technologies,85322T
Ezh2 (D2C9) XP(R) Rabbit mAb,Cell Signaling Technologies,5246T




FOXG1 antibody (pAb),Active Motif,61211

FOXP1 antibody (mAb),Active Motif,61309

GATA-1 antibody (pAb),Active Motif,61535

Goat anti-Mouse 1gG (H+L) Cross-Adsorbed Secondary Antibody,Life Technologies,A21037
HDAC2 (D6S5P) Rabbit mAb,Cell Signaling Technologies, 571565

HP1-alpha Antibody,Cell Signaling Technologies,2616S

HP1-beta (D2F2) XP(R) Rabbit mAb,Cell Signaling Technologies,8676T

JARID2 (D6M9X) Rabbit mAb,Cell Signaling Technologies, 13594T

Non-phospho (Active) beta-Catenin (Ser33/37/Thr41) (D13A1) Rabbit mAb,Cell Signaling Technologies,8814S
p300 (D2X6N) Rabbit mAb,Cell Signaling Technologies,54062S

RB X-BACH1 ANTIBODY-TRIAL,Bethyl,A303-057A-T

RB X-REST ANTIBODY-TRIAL,Bethyl,A300-539A-T

RB X-SIRT6 ANTIBODY-TRIAL,Bethyl,A302-451A-T

RING1B (D22F2) XP(R) Rabbit mAb,Cell Signaling Technologies,5694T

Rpb1 NTD (D8L4Y) Rabbit mAb,Cell Signaling Technologies,14958S

SET1A (D3V9S) Rabbit mAb,Cell Signaling Technologies,61702S

SET1A (E3E2S) Rabbit mAb,Cell Signaling Technologies,50805S

SETD2 (E4W8Q) Rabbit mAb,Cell Signaling Technologies,80290S

SETD2 (E9H7P) Rabbit mAb,Cell Signaling Technologies,84384S

SP1 (D4C3) Rabbit mAb,Cell Signaling Technologies,9389S

SUV39H1 mAb (Clone MG44), sample,Active Motif,39786

SUZ12 (D39F6) XP(R) Rabbit mAb,Cell Signaling Technologies,3737T

Suz12 mAb (Clone 2A09), sample,Active Motif,39878

TBP (D5C9H) XP(R) Rabbit mAb,Cell Signaling Technologies,44059T

TBP (D5G7Y) Rabbit mAb,Cell Signaling Technologies,12578S

TCF4/TCF7L2 (C9B9) Rabbit mAb,Cell Signaling Technologies, 25655

TEAD1 antibody (pAb),Active Motif,61643

WDRS5 antibody (pAb),Active Motif,61485

YY1 (D3D4Q) Rabbit mAb,Cell Signaling Technologies,63227S

Acetyl-Histone H3 (Lys27) (D5E4) XP(R) Rabbit mAb,Cell Signaling Technologies,8173S
Acetyl-Histone H3 (Lys9) (C5B11) Rabbit mAb,Cell Signaling Technologies, 96495
Anti-Actin antibody [ACTNOS (C4)] ,Abcam,ab3280

Anti-beta Catenin antibody [E247] ,Abcam,ab32572

Anti-CTCF antibody [EPR7314(B)],Abcam,ab128873

Anti-EED antibody [EPR23043-5],Abcam,ab240650

Anti-ERG antibody [EPR3864],Abcam,ab92513

Anti-HDAC2 antibody [EPR5001],Abcam,ab124974

Anti-Histone H3 (acetyl K27) antibody [EP16602],Abcam,ab177178

Anti-Histone H3 (acetyl K4) antibody [EPR16596],Abcam,ab176799

Anti-Histone H3 (di methyl K36) antibody [EPR16994(2)],Abcam,ab176921

Anti-Histone H3 (di methyl K4) antibody [Y47],Abcam,ab32356

Anti-Histone H3 (mono methyl K4) antibody [ERP16597] ,Abcam,ab176877

Anti-Histone H3 (mono+di+tri methyl K79) antibody [EPR17468],Abcam,ab177185
Anti-Histone H3 (tri methyl K27) antibody [EPR18607] ,Abcam,ab192985

Anti-hnRNP U/p120 antibody [EPR12278(2)(B)] ,Abcam,ab180952

Anti-KAT1 / HAT1 antibody [EPR18775],Abcam,ab194296

Anti-KAT3B / p300 antibody [EPR23495-268],Abcam,ab275378

Anti-KDM1/LSD1 antibody [EPR6825],Abcam,ab129195

Anti-KDM5A / Jarid1A / RBBP2 antibody [EPR18651],Abcam,ab194286

Anti-KDM5B / PLU1 / Jarid1B antibody [EPR12704] ,Abcam,ab181089

Anti-KDMS5C / Jarid1C / SMCX + KDM5D / Jarid1D / SMCY antibody [EPR18653],Abcam,ab194288
Anti-KMT6 / EZH2 antibody [EPR20108],Abcam,ab191250

Anti-Lamin A + Lamin B1 + Lamin C antibody [EPR4068] ,Abcam,ab108922

Anti-Lamin B Receptor/LBR antibody [E398L] ,Abcam,ab32535

Anti-POLR3A antibody,Abcam,ab247007

Anti-RNA polymerase Il CTD repeat YSPTSPS (phospho S2) antibody [EPR18855-87],Abcam,ab238146
Anti-SUZ12 antibody [EPR5234(N)],Abcam,ab175187

CSDE1 Antibody,Novus,NBP1-71914

CTCF (D31H2) XP(R) Rabbit mAb,Cell Signaling Technologies,3418S

Di-Methyl-Histone H3 (Lys4) (C64G9) Rabbit mAb,Cell Signaling Technologies,9725S
Di-Methyl-Histone H3 (Lys79) (D15E8) XP(R) Rabbit mAb,Cell Signaling Technologies,5427S
elF3B/EIF3S9 Polyclonal Antibody,Bethyl,A301-761A

1gG Fraction Monoclonal Mouse Anti-Fluorescein (FITC),Jackson ImmunoResearch,200-002-037
InVivoMAb recombinant human IgG1 Fc,BioX Cell,BEO096

Living Colors® GFP Monoclonal Antibody, Living Colors,1632331

Mono-Methyl-Histone H3 (Lys4) (D1A9) XP(R) Rabbit mAb,Cell Signaling Technologies,5326S
Mono-Methyl-Histone H3 (Lys79) (D5X1S) Rabbit mAb,Cell Signaling Technologies,12522S
Phospho-Rpb1 CTD (Ser2) (E1Z3G) Rabbit mAb,Cell Signaling Technologies, 13499S
Phospho-Rpb1 CTD (Ser2/Ser5) (D1G3K) Rabbit mAb,Cell Signaling Technologies, 13546S
Phospho-Rpb1 CTD (Ser5) (DIN5I) Rabbit mAb,Cell Signaling Technologies, 13523S

Rabbit IgG, monoclonal [EPR25A] ,Abcam,ab172730

Tri-Methyl-Histone H3 (Lys27) (C36B11) Rabbit mAb,Cell Signaling Technologies,9733S
Tri-Methyl-Histone H3 (Lys36) (DSA7) XP(R) Rabbit mAb,Cell Signaling Technologies,4909S
Tri-Methyl-Histone H3 (Lys4) (C42D8) Rabbit mAb,Cell Signaling Technologies,9751S
Tri-Methyl-Histone H3 (Lys79) (E8B3M) Rabbit mAb,Cell Signaling Technologies, 74073S
Tri-Methyl-Histone H3 (Lys9) (D4W1U) Rabbit mAb,Cell Signaling Technologies,13969S
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Tri-Methyl-Histone H4 (Lys20) (D84D2) Rabbit mAb,Cell Signaling Technologies,5737S
AbFlex® RNA Pol Il antibody (rAb),Active Motif,91151

AbFlex® RNA pol Il CTD phospho Ser2 antibody (rAb),Active Motif,91115

AbFlex® RNA pol Il CTD phospho Ser5 antibody (rAb),Active Motif,91119
Di-Methyl-Histone H3 (Lys4) (C64G9) Rabbit mAb,Cell Signaling Technologies,9725T
Di-Methyl-Histone H3 (Lys79) (D15E8) XP(R) Rabbit mAb,Cell Signaling Technologies,5427T
EED (E4L6E) XP(R) Rabbit mAb,Cell Signaling Technologies,85322S

Histone H3 (D2B12) XP(R) Rabbit mAb (ChIP Formulated),Cell Signaling Technologies,4620S
HP1-beta (D2F2) XP(R) Rabbit mAb,Cell Signaling Technologies,8676S

Rabbit (DA1E) mAb IgG XP® Isotype Control ,Cell Signaling Technologies,3900S

RING1B (D22F2) XP(R) Rabbit mAb,Cell Signaling Technologies,5694S

SUZ12 (D39F6) XP(R) Rabbit mAb,Cell Signaling Technologies,3737S

TBP (D5C9H) XP(R) Rabbit mAb,Cell Signaling Technologies,44059S

Ubiquityl-Histone H2A (Lys119) (D27C4) XP(R) Rabbit mAb,Cell Signaling Technologies,8240T
5-Hydroxymethylcytosine (5-hmC) antibody (pAb),Active Motif,39770
5-Hydroxymethylcytosine (5-hmC) antibody (pAb),Active Motif,39792
5-Hydroxymethylcytosine mAb (Clone 59.1), sample,Active Motif,40000

AbFlex® 5-methylcytosine antibody (rAb),Active Motif, 91188

AbFlex® HIF-1 alpha antibody (rAb),Active Motif,91140

AbFlex® Histone H3K27ac antibody (rAb),Active Motif,91194

AbFlex® Histone H3K36me3 antibody (rAb),Active Motif,91266

AbFlex® Histone H3K4me2 antibody (rAb),Active Motif,91322

AbFlex® Histone H3K4me3 antibody (rAb),Active Motif,91264

AbFlex® Histone H3K9ac antibody (rAb),Active Motif, 91104

AbFlex® Histone H4K20me3 antibody (rAb),Active Motif, 91108

Acetyl-Histone H2AZ (Lys4/Lys7) (D3V1l) Rabbit mAb,Cell Signaling Technologies, 75336S
Acetyl-Histone H2B (Lys12) (D7H4) Rabbit mAb (ChIP Formulated),Cell Signaling Technologies,9072S
Acetyl-Histone H2B (Lys15) (D8H1) XP(R) Rabbit mAb,Cell Signaling Technologies,9083S
Acetyl-Histone H2B (Lys20) (D709W) Rabbit mAb,Cell Signaling Technologies,34156S
Acetyl-Histone H2B (Lys5) (D5H1S) XP(R) Rabbit mAb,Cell Signaling Technologies, 34185
Acetyl-Histone H2B (Lys5) (D5H1S) XP(R) Rabbit mAb,Cell Signaling Technologies, 12799T
Acetyl-Histone H3 (Lys14) (D4B9) Rabbit mAb,Cell Signaling Technologies, 7627T
Acetyl-Histone H3 (Lys18) (D8Z5H) Rabbit mAb,Cell Signaling Technologies, 139985
Acetyl-Histone H3 (Lys36) (D9T5Q) Rabbit mAb,Cell Signaling Technologies,27683S
Acetyl-Histone H3 (Lys9/Lys14) Antibody,Cell Signaling Technologies, 96775
Acetyl-Histone H4 (Lys12) (D2W60) Rabbit mAb,Cell Signaling Technologies, 13944S
Acetyl-Histone H4 (Lys16) (E2B8W) Rabbit mAb,Cell Signaling Technologies,13534S
Acetyl-Histone H4 (Lys5) (D12B3) Rabbit mAb,Cell Signaling Technologies,8647S
Anti-Histone H3 (acetyl K27) antibody [EP16602] - ChIP Grade,Abcam,ab177178
beta-Catenin (D10A8) XP(R) Rabbit mAb,Cell Signaling Technologies,8480T

BRD3 antibody (pAb),Active Motif,61490

BRD4 (pan) (E1Y1P) Rabbit mAb,Cell Signaling Technologies,83375S

CDKS8 antibody (pAb),Active Motif,61482

c-Fos (9F6) Rabbit mAb,Cell Signaling Technologies,2250S

c-Jun (60A8) Rabbit mAb,Cell Signaling Technologies, 91655

COBRA1 (D6K9A) Rabbit mAb (nelf-b),Cell Signaling Technologies,14894S

Cyclin T1 (D1B6G) Rabbit mAb,Cell Signaling Technologies,81464S

Di/Tri-Methyl-Histone H3 (Lys9) (6F12) Mouse mAb,Cell Signaling Technologies,5327T
Di-Methyl-Histone H3 (Lys27) (D18C8) XP(R) Rabbit mAb,Cell Signaling Technologies,9728T
Di-Methyl-Histone H3 (Lys9) (D85B4) XP(R) Rabbit mAb,Cell Signaling Technologies,4658T
DNMT3A (E9P2F) Rabbit mAb,Cell Signaling Technologies,49768S

DNMT3B (E4140) Rabbit mAb (Mouse Specific),Cell Signaling Technologies,48488S

ELL (D7N6U) Rabbit mAb,Cell Signaling Technologies,14468S

ESET (D4M8R) XP(R) Rabbit mAb (SETDB1),Cell Signaling Technologies,93212S

EZH2 antibody (mAb),Active Motif,39876

EZH2 antibody (pAb),Active Motif,61642

G9a/EHMT2 (D5R4R) XP(R) Rabbit mAb,Cell Signaling Technologies, 688515

GT X-SP1 ANTIBODY-TRIAL,Bethyl,A303-944A-T

HDAC1 antibody (mAb),Active Motif,39532

HDAC3 (D201K) Rabbit mAb,Cell Signaling Technologies,85057S

Histone H2BK120ub1 antibody (mAb),Active Motif,39624

Histone H3K14ac antibody (pAb),Active Motif,39698

Histone H3K18ac antibody (pAb),Active Motif,39756

Histone H3K27ac antibody (pAb),Active Motif,39134

Histone H3K27me3 antibody (pAb),Active Motif,39157

Histone H3K36me3 antibody (pAb),Active Motif,61102

Histone H3K4ac antibody (pAb),Active Motif,61810

Histone H3K4mel antibody (pAb),Active Motif,61634

Histone H3K4me?2 antibody (pAb),Active Motif,39914

Histone H3K4me3 antibody (pAb),Active Motif,39916

Histone H3K56ac antibody (pAb),Active Motif,39282

Histone H3K79ac antibody (pAb),Active Motif,39566

Histone H3K79me2 antibody (pAb),Active Motif,39924

Histone H3K9ac antibody (mAb),Active Motif,61252

Histone H3K9ac antibody (mAb),Active Motif,61664

Histone H3K9ac antibody (pAb),Active Motif,39918
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Histone H3K9mel antibody (pAb),Active Motif,39888

Histone H3K9me2 antibody (pAb),Active Motif,39754

Histone H3K9me3 antibody (pAb),Active Motif,39766

Histone H3R17me2a (asymmetric) antibody (pAb),Active Motif,39710

Histone H3R17me2aK18ac antibody (pAb),Active Motif,61614

Histone H3R8me2a (asymmetric) antibody (pAb),Active Motif,39652

Histone H4ac (pan-acetyl) antibody (pAb),Active Motif,39926

Histone H4K12ac antibody (pAb),Active Motif,39928

Histone H4K16ac antibody (pAb),Active Motif,39930

Histone H4K20me3 antibody (mAb),Active Motif,39672

Histone H4K5ac antibody (pAb),Active Motif,39700

Histone H4K8ac antibody (pAb),Active Motif,61104

Histone H4R3me2a (asymmetric) antibody (pAb),Active Motif,39706

Histone H4R3me2s (symmetric) antibody (pAb),Active Motif,61188

INTS9 Antibody,Cell Signaling Technologies,13945S

JARID1B (E2X6N) Rabbit mAb,Cell Signaling Technologies, 15327S

JARID2 (D6M9X) Rabbit mAb,Cell Signaling Technologies, 13594S

KLF5 antibody (pAb),Active Motif,61100

Lamin A/C antibody (mAb),Active Motif,39288

LSD1 (C69G12) Rabbit mAb (KDM1),Cell Signaling Technologies,2184S

MBD3 (D1B8F) Rabbit mAb,Cell Signaling Technologies,99169S

MeCP2 antibody (mAb),Active Motif,61292

Menin antibody (pAb),Active Motif,61006

MLL / HRX antibody (pAb),Active Motif,61296

Mono-Methyl-Histone H3 (Lys9) (D1P5R) Rabbit mAb,Cell Signaling Technologies, 14186S
MYST2 (D4N3F) Rabbit mAb (KAT7),Cell Signaling Technologies,58418S

Nanog (D1G10) Rabbit mAb (Mouse Specific; ChIP Formulated),Cell Signaling Technologies,8785S
Nanog antibody (pAb),Active Motif,61420

NRF1 (D9K6P) Rabbit mAb,Cell Signaling Technologies,46743S

Oct-4 antibody (pAb),Active Motif,39812

Oct-4A (C30A3C1) Rabbit mAb (ChIP Formulated),Cell Signaling Technologies,5677S
Oct-4A (D6C8T) Rabbit mAb (Mouse Specific),Cell Signaling Technologies,83932T
p53 (D2H90) Rabbit mAb (Rodent Specific) (trp53),Cell Signaling Technologies,32532S
PCAF (C14G9) Rabbit mAb (KAT2b),Cell Signaling Technologies,3378T

PHC1 (1F3F3) Mouse mAb,Cell Signaling Technologies,13768S

PHF8 (E6K3Y) Rabbit mAb,Cell Signaling Technologies, 938015

Phospho-c-Fos (Ser32) (D82C12) XP(R) Rabbit mAb,Cell Signaling Technologies,5348T
Phospho-c-Jun (Ser63) (E617P) XP(R) Rabbit mAb,Cell Signaling Technologies,91952T
Phospho-c-Jun (Ser73) (D47G9) XP(R) Rabbit mAb,Cell Signaling Technologies,3270T
Phospho-Histone H3 (Ser10) (D7N8E) XP(R) Rabbit mAb,Cell Signaling Technologies,53348T
Phospho-Histone H3 (Thr3) (D5G1I) Rabbit mAb,Cell Signaling Technologies, 135765
Phospho-p53 (Serl5) Antibody,Cell Signaling Technologies,9284T

Phospho-Rpb1 CTD (Ser7) (E2B6W) Rabbit mAb,Cell Signaling Technologies,13780S
Phospho-Rpb1 CTD (Thr4) (D7L9W) Rabbit mAb,Cell Signaling Technologies,26319S
POLR1A (D6S6S) Rabbit mAb,Cell Signaling Technologies,24799S

RB X-ASH2 ANTIBODY-TRIAL,Bethyl,A300-112A-T

RB X-ATF2 ANTIBODY-TRIAL,Bethyl, A301-649A-T

RB X-BAF57/SMARCE1-TRIAL,Bethyl,A300-810A-T

RB X-BHC110/LSD1 ANTIBODY-TRIAL,Bethyl,A300-216A-T

RB X-BRG1, BLR106H MAB-TRIAL (SMARCA4),Bethyl,A700-106-T

RB X-CLOCK ANTIBODY-TRIAL,Bethyl,A302-617A-T

RB X-CREB ANTIBODY-TRIAL,Bethyl,A301-669A-T

RB X-CREB IHC ANTIBODY-TRIAL,Bethyl,IHC-00332-T

RB X-E2F1 ANTIBODY-TRIAL,Bethyl,A300-766A-T

RB X-E2F4 ANTIBODY-TRIAL,Bethyl,A302-133A-T

RB X-E4F1 ANTIBODY-TRIAL,Bethyl,A300-832A-T

RB X-EGR1 ANTIBODY-TRIAL,Bethyl,A303-390A-T

RB X-ELK1 ANTIBODY-TRIAL,Bethyl, A303-530A-T

RB X-EZH2 ANTIBODY-TRIAL,Bethyl,A304-197A-T

RB X-HCF1 ANTIBODY-TRIAL,Bethyl,A301-400A-T

RB X-HDAC1 ANTIBODY-TRIAL,Bethyl,A300-713A-T

RB X-HDAC2 ANTIBODY-TRIAL,Bethyl,A300-704A-T

RB X-HDAC2 ANTIBODY-TRIAL,Bethyl,A300-705A-T

RB X-HDAC2 IHC ANTIBODY-TRIAL,Bethyl,IHC-00057-T

RB X-HDAC3 ANTIBODY-TRIAL,Bethyl,A300-464A-T

RB X-HDAC6 ANTIBODY-TRIAL,Bethyl,A301-342A-T

RB X-JARID1A/RBP2 ANTIBODY-TRIAL,Bethyl, A300-897A-T

RB X-JMJD2A ANTIBODY-TRIAL (KDM4A),Bethyl,A300-861A-T

RB X-LAMIN-A ANTIBODY-TRIAL,Bethyl,A303-432A-T

RB X-LAMIN-A/C ANTIBODY-TRIAL,Bethyl,A303-430A-T

RB X-LAP2 ALPHA/TMPO ANTIBODY-TRIAL,Bethyl,A304-839A-T

RB X-LAP2 BETA/TMPO ANTIBODY-TRIAL,Bethyl,A304-840A-T

RB X-MAX ANTIBODY-TRIAL,Bethyl,A302-866A-T

RB X-MAZ/SAF-1 ANTIBODY-TRIAL,Bethyl,A301-652A-T

RB X-MBD2 ANTIBODY-TRIAL,Bethyl,A301-633A-T

RB X-MNT ANTIBODY-TRIAL,Bethyl,A303-626A-T
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RB X-MNT ANTIBODY-TRIAL,Bethyl,A303-627A-T

RB X-MTA1 ANTIBODY-TRIAL,Bethyl,A300-280A-T

RB X-MTA1 ANTIBODY-TRIAL,Bethyl,A300-911A-T

RB X-MTA2 ANTIBODY-TRIAL,Bethyl,A300-395A-T

RB X-NFRKB ANTIBODY-TRIAL,Bethyl,A301-460A-T

RB X-NONO ANTIBODY-TRIAL,Bethyl,A300-582A-T

RB X-NONO ANTIBODY-TRIAL,Bethyl,A300-587A-T

RB X-NONO IHC ANTIBODY-TRIAL,Bethyl,IHC-00191-T

RB X-OCT-4 ANTIBODY-TRIAL,Bethyl,A304-591A-T

RB X-OCT-4 ANTIBODY-TRIAL,Bethyl,A304-592A-T

RB X-PHF8 ANTIBODY-TRIAL,Bethyl,A301-772A-T

RB X-PHF8 IHC ANTIBODY-TRIAL,Bethyl,IHC-00343-T

RB X-PHOSPHO RNA POLY Il (S2)-TRIAL,Bethyl, A300-654A-T

RB X-POLR3D ANTIBODY-TRIAL,Bethyl,A302-295A-T

RB X-POLR3D ANTIBODY-TRIAL,Bethyl,A302-296A-T

RB X-POLR3E ANTIBODY-TRIAL,Bethyl,A303-707A-T

RB X-POLYCYSTIN-2 ANTIBODY-TRIAL,Bethyl,A302-470A-T

RB X-RAD21 ANTIBODY-TRIAL,Bethyl,A300-080A-T

RB X-Rad21, BLRO52F MAB-TRIAL,Bethyl,A700-052-T

RB X-RAP74 ANTIBODY-TRIAL (Gtf2f1),Bethyl,A302-757A-T

RB X-RBBP5 ANTIBODY-TRIAL,Bethyl,A300-109A-T

RB X-RBBPS IHC ANTIBODY-TRIAL,Bethyl,IHC-00172-T

RB X-RFX1 ANTIBODY-TRIAL,Bethyl,A303-043A-T

RB X-RNA POLYMERASE Il ANTIBODY-TRIAL,Bethyl,A304-408A-T

RB X-RNF2 ANTIBODY-TRIAL,Bethyl,A302-869A-T

RB X-SAP30 ANTIBODY-TRIAL,Bethyl,A303-551A-T

RB X-SIN3A ANTIBODY-TRIAL,Bethyl,A300-724A-T

RB X-SIN3A ANTIBODY-TRIAL,Bethyl,A300-725A-T

RB X-SIX4 ANTIBODY-TRIAL,Bethyl,A303-220A-T

RB X-SP1 ANTIBODY-TRIAL,Bethyl,A300-133A-T

RB X-SP1 ANTIBODY-TRIAL,Bethyl,A300-134A-T

RB X-TAF1 ANTIBODY-TRIAL,Bethyl, A303-505A-T

RB X-TBP ANTIBODY-TRIAL,Bethyl,A301-229A-T

RB X-USF2 ANTIBODY-TRIAL,Bethyl,A303-540A-T

RB X-USF2 ANTIBODY-TRIAL,Bethyl,A303-541A-T

RB X-UTX ANTIBODY-TRIAL,Bethyl,A302-374A-T

RB X-YB1 ANTIBODY-TRIAL,Bethyl,A303-230A-T

RB X-YB1 ANTIBODY-TRIAL,Bethyl, A303-231A-T

RB X-YY1 ANTIBODY-TRIAL,Bethyl,A302-778A-T

RB X-YY1 ANTIBODY-TRIAL,Bethyl,A302-779A-T

RB X-ZBTB1 ANTIBODY-TRIAL,Bethyl,A303-242A-T

RB X-ZNF24 ANTIBODY-TRIAL,Bethyl,A303-092A-T

RB X-ZNF687 ANTIBODY-TRIAL,Bethyl,A303-278A-T

RBPJ antibody (mAb),Active Motif,61506

RING1B antibody (mAb),Active Motif,39664

RNA pol Il CTD phospho Ser5 antibody (pAb),Active Motif,39750

RNA Pol Il CTD phospho Thr4 antibody (mAb),Active Motif,61362
RNF20 (D6E10) XP(R) Rabbit mAb,Cell Signaling Technologies,11974S
SIN3A (D1B7) Rabbit mAb,Cell Signaling Technologies, 76915
SMARCAS antibody (mAb),Active Motif,39544

Sox2 (D9B8N) Rabbit mAb,Cell Signaling Technologies,23064S

Sox2 antibody (pAb),Active Motif,39844

SPT16 (D712K) Rabbit mAb (Supt16),Cell Signaling Technologies,12191S
SPT4 (D3P2W) Rabbit mAb (SUPT4A),Cell Signaling Technologies,64828S
SPT6 (D6J9H) Rabbit mAb,Cell Signaling Technologies, 156165

SRC-3 (5E11) Rabbit mAb,Cell Signaling Technologies,2126S

SRF antibody (mAb),Active Motif,61386

SSRP1 (E1Y8D) Rabbit mAb,Cell Signaling Technologies, 13421S

Suz12 antibody (pAb),Active Motif,39358

Tet1 antibody (pAb),Active Motif,61444

TET2 (D9K3E) Rabbit mAb (Mouse Specific),Cell Signaling Technologies,92529S
TH1L (D5G6W) Rabbit mAb (NELFCD),Cell Signaling Technologies,12265S
Ubiquityl-Histone H2A (Lys119) (D27C4) XP(R) Rabbit mAb,Cell Signaling Technologies,8240S
Ubiquityl-Histone H2B (Lys120) (D11) XP(R) Rabbit mAb,Cell Signaling Technologies,5546T
WDRS5 (D9E1I) Rabbit mAb,Cell Signaling Technologies, 13105S

YY1 (D5D9Z7) Rabbit mAb,Cell Signaling Technologies,46395S
ZMYND11/BS69 (E7P90) Rabbit mAb,Cell Signaling Technologies,67713S
AEBP2 (D7C6X) Rabbit mAb,Cell Signaling Technologies, 141295

BCL6 (D65C10) Rabbit mAb,Cell Signaling Technologies,5650S
CBF-beta (D4N2N) Rabbit mAb,Cell Signaling Technologies,62184S
CBP (D9B6) Rabbit mAb,Cell Signaling Technologies,7425S

FoxP1 (D35D10) XP(R) Rabbit mAb,Cell Signaling Technologies,4402S
HDAC1 (D5C6U) XP(R) Rabbit mAb,Cell Signaling Technologies,34589S
HDACS (E6G3N) Mouse mAb,Cell Signaling Technologies, 983295

MITF (D3B4T) Rabbit mAb,Cell Signaling Technologies,97800S

MITF (D5G7V) Rabbit mAb,Cell Signaling Technologies,12590S
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Nanog (D2A3) XP(R) Rabbit mAb (Mouse Specific),Cell Signaling Technologies,8822T
RB X-LAP2 ALPHA/TMPO ANTIBODY-TRIAL ,Bethyl,A304-839A-T
TCF4/TCF7L2 (C48H11) Rabbit mAb,Cell Signaling Technologies,2569S

Validation Antibodies were validated by the manufactur as described online. No further in-house validation was performed. All CST antibodies
are ChIP validated and validation can be found at http://cellsignal.com/. Validation of antibodies from Active Motif when available
can be found at: https://www.activemotif.com/. Validation of antibodies from Bethyl laboratories when available can be found at:
https://www.fortislife.com/

Eukaryotic cell lines

Policy information about cell lines and Sex and Gender in Research

Cell line source(s) (i) pSM44 mES cell line derived from a 129 x castaneous F1 mouse cross
(ii) K562, a female human lymphoblastic cell line (ATCC, Cat # CCL-243)

Authentication (i) The pSM44 mES cell line is identical to that used in previously published work (doi: 10.1016/j.cell.2021.10.014). This line
was validated by gDNA sequencing by amplifying a region of modification. The amplified region included a SNP to confirm
integration of dox promoter on 129 allele. Dox induction of Xist was checked by gPCR. The line was passaged for a maximum
of 28 passages and gqPCR checks for X chromosome retention were performed every passage.

(i) The K562 line was purchased from ATCC and directly used. The line was validated by the producer. No further in-house
authentication was performed.
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Mycoplasma contamination Cell lines tested negative for mycoplasma contamination.

Commonly misidentified lines  n/a
(See ICLAC register)

Plants

Seed stocks N/A

Novel plant genotypes  N/A

Authentication N/A
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